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Decision/action requested

Inclusion of this material into draft TR 32.816
2
References

32.816 V1.3.0
Study on Management of LTE and SAE
S5-071946

Self-Optimization generic procedure
3
Rationale

During SA5’s  LTE Ad-Hoc in Hongkong, October 2007, S5A071029 was presented, discussed and updated to S5-071946 at SA5#56 in Nansha, October 2007. There it was agreed to use the presented generic procedure to further analyse the logical functions and their relevance for the different use cases of TR 32.816.

The impact on the use cases is presented here for a starting set of the use cases currently present in 32.816. The focus was set on the “steps” within these use cases. The heavily disputed optimization-of-neighbourhood-use-case was not touched.
It is requested to change TR 32.816 as described in the following clause 4 of this contribution.
4
Detailed Proposal

5.2.4
Use cases
5.2.4.1
SON Use cases

5.2.4.1.1
Generic Optimisation
The following steps of a generic self-optimization procedure were identified:
	Step #
	Generic Step
	Description

	1
	Optimization target definition 
	The operator defines the high level topics/targets for optimization, optimization methods and criterias. This step may or may not include the definition of the target elements and the target measurements.

	2
	Optimization decision transfer 
	Optimization target defitions are transferred (manually or automatically) to next logical function where the preparation of automatic process starts.

	3
	Measurement plan preparation 
	Measurement plan preparation is a manual operation where the high level optimization targets are converted into formal definitions enabling automatic operations. The plan contains optimization algorithm/algorithm set identification, needed target definitions for the optimization algorithm(s), definitions of the target entities and target measurements including measurement parameters like measurement period. Measurement plan(s) shall contain all the information needed to start the measurement data collection.

	4
	Measurement plan transfer
	Measurement plan is send from the optimization entity to the target measurement entity(-ies). 

	5
	Measurement data collection
	Target measurement entity activates the measurement plans and performs the measurement data collection according measurement plan.

	6
	Measurement data aggregation
	The target measurement entity may need to do some data or time aggregation already.

	7
	Measurement data transfer
	Measurement data is send from the measurement entity(-ies) to the optimization entity. 

	8
	Measurement data analysis
	Optimization entity performs the measurement data aggregation on per network or sub-network level in order to pre-process the data for the specific optimization procedure addressed. The data is analysed in order to detect if an optimization is needed i.e. comparing the measurement data values agains set optimization targets/thresholds. 

	9
	Optimization decision
	In case the analysis of statistics shows that performance is not meeting the set targets, the optimisation entity chooses and triggers a specific optimization algorithm. Typically, a set of different algorithms should be available, each one performing a particular type of optimization (thus affecting a limited set of parameters). The choice of one of them is based on the input measurements/parameters. Once this algorithm is executed, a set of changes to network parameters is available.

	10
	Parameter plan preparation
	After running an optimization algorithm, the optimization entity creates a new parameter plan, comprising the changes requested by the optimization procedure. Parameter plan preparation should be automatic but may be verified by operator personnel.

	11
	Parameter Plan Verification *)[21]
	The operator verifies the output of the automatic parameter definition. Operator may manually make changes to the parameter plan. Operator ACK/NACK the new or modified parameter plan.

	12
	Parameter plan transfer *)[11]
	Parameter plan is transferred from the optimization entity to the target NE(s). This could either be a file or a set of requests to change the configuration.

	13
	Parameter verification *)[12]
	The target NE checks the integrity of the transferred file (if used) and determines if the proposed changes are acceptable and complying with the allowed ranges. 

	14
	Rollback preparation *)[13]
	In case of unexpected problems in software or hardware during or immediately after enforcement of the new parameters, the NE must be able to perform a rollback to restore the previous configuration. If a rollback was performed by the NE, then the parameter execution reports this. 

Rollback preparation is also needed for the case that the configuration changes do not lead to the desired optimisation targets. Thus Rollback function requires that the previous parameter set needs to be stored until the new parameters have proven to guarantee operability.

Rollback may also be triggered directly after plan verification by the optimization entity, e.g. in case that too many other NEs have reported an unsuccessful parameter execution.

Rollback may also be forced by operator personnel in later phase if the new settings are not satisfactory i.e. the measurement results after new setup do not show enhanced performance. The operator may permit the optimization entity to make this rollback decision (e.g. within the decision about the optimization targets).

	15
	Parameter execution *)[14]
	If the parameter verification was successful, then the optimized set of parameters are activated in the NE(s). The activation decision can be automatic but might also be triggered by operator personel from the management system. After the triggering NE changes the parameter values according the plan.

	16
	Execution confirmation *)[15]
	The NE sends an ACK/NACK in case the new parameters are applied/a rollback is needed. The notification may be sent to both the optimization entity and other manangement systems.

	17
	Plan verification *)[16]
	The optimization entity checks the execution confirmations of the involved network elements and decides if the plan can be kept up or if a roll-back is needed. 

	18
	Rollback decision  *)[16]
	Rollback decision made by optimisation entity.

	Loop
	
	Steps 3 – 9 may be repeated in a new cycle

	19
	Optimization report preparation *)[17]
	Optimization entity collects information about the configuration changes and impacts to the network performance.

	20
	Optimization report transfer *)[18]
	Optimization entity collects information about the configuration changes and impacts to the network performance.

	21
	Optimization evaluation *)[19]
	Operator personnel evaluate the results of optimization actions, makes decisions on possible modifications  to optimization definitions or potentially decide about triggering a rollback.

	22
	Rollback decision  *)[20]
	Rollback decision made by operator personnel


Legend: *)[number in figures below if different from step # in this table] 
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Figure 1 Data collection and optimization decision
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Figure 2 New parameter update
Note: “Goto step A” and “step B” are links between the two procedure pictures.
	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Improve one or more propoerties of a mobile network (like quality, coverage, performance, costs etc.) without any or much human intervention
	

	Actors and Roles (*)
	Human operator
Optimization Entity 

Measurement Entity

Network Entity
	

	Telecom resources
	Elements of mobile networks including measurement equipment and OAM systems.
	

	Assumptions
	Functionality needed for self-optimisation are supported by the involved entities
	

	Pre conditions
	Basic functionality of mobile network including connectivity of the involved entities exist.
	

	Begins when 
	Human operator starts the self-configuration process. It is also possible that the process is triggered automatically after clearance for it by the human operator.
	

	Step GO01 (M)
	Optimization target definition 
	

	Step GO-02 (M)
	Optimization decision transfer 
	

	Step GO-03 (M)
	Measurement plan preparation 
	

	Step GO-04 (M)
	Measurement plan transfer
	

	Step GO-05 (M)
	Measurement data collection
	

	Step GO-06 (O)
	Measurement data aggregation
	

	Step GO-07 (M)
	Measurement data transfer
	

	Step GO-08 (M)
	Measurement data analysis
	

	Step GO-09 (M)
	Optimization decision
	

	Step GO-10 (M)
	Parameter plan preparation
	

	Step GO-11 (M)
	Parameter plan verification
	

	Step GO-12 (M)
	Parameter plan transfer
	

	Step GO-13 (M)
	Parameter verification
	

	Step GO-14 (M)
	Rollback preparation
	

	Step GO-15 (M)
	Parameter execution
	

	Step GO-16 (M)
	Execution confirmation
	

	Step GO-17 (M)
	Plan verification
	

	Step GO-18 (O)
	Rollback decision
	

	Step GO-Loop (O)
	Steps GO-03 .. -09 
	

	Step GO-19 (M)
	Optimization report preparation
	

	Step GO-20 (M)
	Optimization report transfer
	

	Step GO-21 (M)
	Optimization evaluation
	

	Step GO-22 (O)
	Rollback decision
	

	Ends when
	Optimization target is met or several attempts were not successful.
	

	Exceptions
	Any of the steps aborts in an uncontrolled way.
	

	Post Conditions
	Desired improvement was achieved.
	

	Traceability 
	
	


5.2.4.1.2
Establishment of new eNodeB in network

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Put the eNodeB after physical installation into the operational state in an automated manner.
	

	Actors and Roles (*)
	FFS
	

	Telecom resources
	The E-UTRAN/EPC network including its OSS.
	

	Assumptions
	IP network connectivity exists between the eNodeB and the OAM (sub) systems providing support for the self-configuration process.
	

	Pre conditions
	The eNodeB is physically installed and physically connected to an IP network.
	

	Begins when 
	The field personnal starts the self-configuration process. It is also possible that the process is triggered automatically after the completion of an eNodeB self-test.
	

	Step 1 (M|O)
	The order of the bullet points in the list below does not imply any statements on the order of execution.

· [SC1] An eNodeB IP address is allocated to the new eNodeB.
· [SC2] Basic information about the transport network (e. g. gateways) environment is provided to the eNodeB. With this information the eNodeB is able to exchange IP packets with other internet hosts.
· [SC3] The eNodeB provides information about its type, hardware and other relevant data about itself to the OAM (sub) systems providing support for the self-configuration process.
· [SC4] The address(es) of the OAM (sub) system(s) providing support for the self-configuration process (e. g. subsystem for softwrae download, subsystem for configuration data download) are provided to the eNodeB. The address is equal to an IP address and a port number, or a DNS name and port number, or an URI.
· [SC5] The address(es) of the OAM (sub)system(s) providing support for normal OAM functions after completion of the self-configuration process are provided to the eNodeB. The address is equal to an IP address and a port number, or a DNS name and port number, or an URI.
· [SC6] The eNodeB connects to the OAM system providing support for the software download.

· [SC7] The decision which software or software packages have to be downloaded to the eNodeB is taken.
· [SC8] The software is downloaded into the eNodeB.
· [SC9] The eNodeB connects to the OAM system providing support for the configuration data download.
· [SC10] The (transport and radio) configuration data for the eNodeB is made available by either preparing it or making prepared configuration data available.
· [SC11] The (transport and radio) configuration data is  downloaded into the eNodeB.
· [SC12] Dependent nodes (MMEs, eNodeBs) are updated with new configuration data as well (if required).
· [SC13] The eNodeB connects to the OAM (sub) system(s) providing support for normal OAM functions after completion of the self-configuration process.
· [SC14] The S1-links are be set up.
· [SC15] The (planned) X2-links are be set up.
· [SC16] The inventory system in the OAM is informed that a new eNodeB is in the field.
	

	Step n (M|O)
	
	

	Ends when 
	Ends when all steps identified above are successfully completed or when an exception occurs.
	

	Exceptions
	FFS.
	

	Post Conditions
	The eNodeB is operational and able to carry traffic.
	

	Traceability 
	
	


Note: Security aspects are FFS.
5.2.4.1.3
Optimisation of the neighbourhood list

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	
	

	Actors and Roles (*)
	
	

	Telecom resources
	
	

	Assumptions
	
	

	Pre conditions
	
	

	Begins when 
	
	

	Step 1 (*) (M|O)
	
	

	Step n (M|O)
	
	

	Ends when (*)
	
	

	Exceptions
	
	

	Post Conditions
	
	

	Traceability (*)
	
	


5.2.4.1.4
Coverage and capacity optimisation

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Improvement of coverage and capacity
	

	Actors and Roles (*)
	
	

	Telecom resources
	
	

	Assumptions
	
	

	Pre conditions
	
	

	Begins when 
	
	

	Step CCO-01  (M)
	Coverage and capacity targets are set e.g. by setting threshold for measurement results and KPIs
	Step GO01

	Step CCO-02 (M)
	Optimization decision transfer 
	Step GO-02

	Step CCO -03 (M)
	Measurements, KPIs etc. are defined whose results define the triggering of the self-optimisaton process for coverage and capacity
	Step GO-03

	Step CCO -04 (M)
	Commands to start measurements and KPI collection are sent
	Step GO-04

	Step CCO -05 (M)
	Measurement are performed and KPIs determined
	Step GO-05

	Step CCO -06 (O)
	Measurement results and KPIs are aggregated, if necessary
	Step GO-06

	Step CCO -07 (M)
	Measurement results and KPI values are sent
	Step GO-07

	Step CCO -08 (M)
	Measurement results and KPI values are checked against the targets
	Step GO-08

	Step CCO -09 (M)
	It is decided if an optimization is needed or not
	Step GO-09

	Step CCO -10 (M)
	Configuration changes are prepared.
	Step GO-10

	Step CCO -11 (M)
	The prepared configuration changes are checked
	Step GO-11

	Step CCO -12 (M)
	The configuration changes are sent to the NEs.
	Step GO-12

	Step CCO -13 (M)
	The NEs check the received configuration changes.
	Step GO-13

	Step CCO -14 (M)
	The NE prepares a potentially necessary rollback.
	Step GO-14

	Step CCO -15 (M)
	The NE performs the configuration changes
	Step GO-15

	Step CCO -16 (M)
	The result of the configuration change execution is reported
	Step GO-16

	Step CCO -17 (M)
	The reports are evaluated.
	Step GO-17

	Step CCO -18 (O)
	The decision to rollback or not is made
	Step GO-18

	Step CCO -Loop
	Steps COO-03 .. -09 
	Step GO-Loop

	Step CCO -19 (M)
	The report about the optimization result is prepared.
	Step GO-19

	Step CCO -20 (M)
	The report about the optimization result is sent to the NMS.
	Step GO-20

	Step CCO -21 (M)
	The result of the optimization is evaluated.
	Step GO-21

	Step 22 (O)
	The decision to rollback or not is made
	Step GO-22

	Ends when 
	
	

	Exceptions
	
	

	Post Conditions
	
	

	Traceability
	
	


5.2.4.1.5
Optimisation of parameter due to trouble shooting

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	End existing error situation or avoid future error situations of the same kind by changing configurations..
	

	Actors and Roles (*)
	
	

	Telecom resources
	
	

	Assumptions
	
	

	Pre conditions
	Error reason is identified.
	

	Begins when 
	
	

	Step POTS-01  (M)
	Identified error to be removed or avoided is selected 
	Step GO-01

	Step POTS-02 (M)
	Identified error and expected result are sent.
	Step GO-02

	Step POTS -03 (M)
	Configuration changes are prepared.
	Step GO-10

	Step POTS -04 (M)
	The prepared configuration changes are checked
	Step GO-11

	Step POTS -05 (M)
	The configuration changes are sent to the NEs.
	Step GO-12

	Step POTS -06 (M)
	The NEs check the received configuration changes.
	Step GO-13

	Step POTS -07 (M)
	The NE prepares a potentially necessary rollback.
	Step GO-14

	Step POTS -08 (M)
	The NE performs the configuration changes
	Step GO-15

	Step POTS -09 (M)
	The result of the configuration change execution is reported
	Step GO-16

	Step POTS -10 (M)
	The reports are evaluated.
	Step GO-17

	Step POTS -11 (O)
	The decision to rollback or not is made
	Step GO-18

	Step POTS –Loop:
	Steps POTS-02 .. -18 :

	Step GO-Loop

	Step POTS -12 (M)
	Measurements, KPIs etc. are defined whose values determine the success of the error removal.
	Step GO-03

	Step POTS -13 (M)
	Commands to start measurements and KPI collection are sent
	Step GO-04

	Step POTS -14 (M)
	Measurement are performed and KPIs determined
	Step GO-05

	Step POTS -15 (O)
	Measurement results and KPIs are aggregated, if necessary
	Step GO-06

	Step POTS -16 (M)
	Measurement results and KPI values are sent
	Step GO-07

	Step POTS -17 (M)
	Measurement results and KPI values are checked against the targets
	Step GO-08

	Step POTS -18 (M)
	It is decided if a further POTS-Loop is needed or not
	Step GO-09

	Step POTS -19 (M)
	The report about the optimization result is prepared.
	Step GO-19

	Step POTS -20 (M)
	The report about the optimization result is sent to the NMS.
	Step GO-20

	Step POTS -21 (M)
	The result of the optimization is evaluated.
	Step GO-21

	Step 22 (O)
	The decision to rollback or not is made
	Step GO-22

	Ends when (*)
	
	

	Exceptions
	
	

	Post Conditions
	
	

	Traceability (*)
	
	


5.2.4.1.6
Continuous optimisation due to dynamic changes in the network (like traffic variation)

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Adopt to dynamic changes in the network 
	

	Actors and Roles (*)
	
	

	Telecom resources
	
	

	Assumptions
	
	

	Pre conditions
	
	

	Begins when 
	
	

	Step ODC-1 (M)
	Targets for network properties are set
	Step GO01

	Step ODC-02 (M)
	Targets are sent 
	Step GO-02

	Step ODC -03 (M)
	Measurements, KPIs etc. are defined whose results define the triggering of the self-optimisaton process in order to reach targets
	Step GO-03

	Step ODC -04 (M)
	Commands to start measurements and KPI collection are sent
	Step GO-04

	Step ODC -05 (M)
	Measurement are performed and KPIs determined
	Step GO-05

	Step ODC -06 (O)
	Measurement results and KPIs are aggregated, if necessary
	Step GO-06

	Step ODC -07 (M)
	Measurement results and KPI values are sent
	Step GO-07

	Step ODC -08 (M)
	Measurement results and KPI values are checked against the targets
	Step GO-08

	Step ODC -09 (M)
	It is decided if an optimization is needed or not
	Step GO-09

	Step ODC -10 (M)
	Configuration changes are prepared.
	Step GO-10

	Step ODC -11 (M)
	The prepared configuration changes are checked
	Step GO-11

	Step ODC -12 (M)
	The configuration changes are sent to the NEs.
	Step GO-12

	Step ODC -13 (M)
	The NEs check the received configuration changes.
	Step GO-13

	Step ODC -14 (M)
	The NE prepares a potentially necessary rollback.
	Step GO-14

	Step ODC -15 (M)
	The NE performs the configuration changes
	Step GO-15

	Step ODC -16 (M)
	The result of the configuration change execution is reported
	Step GO-16

	Step ODC -17 (M)
	The reports are evaluated.
	Step GO-17

	Step ODC -18 (O)
	The decision to rollback or not is made
	Step GO-18

	Step ODC -Loop
	Steps ODC-03 .. -09 
	Step GO-Loop

	Step ODC -19 (M)
	The report about the optimization result is prepared.
	Step GO-19

	Step ODC -20 (M)
	The report about the optimization result is sent to the NMS.
	Step GO-20

	Step ODC -21 (M)
	The result of the optimization is evaluated.
	Step GO-21

	Step 22 (O)
	The decision to rollback or not is made
	Step GO-22

	Ends when (*)
	
	

	Exceptions
	
	

	Post Conditions
	
	

	Traceability
	
	


5.2.4.1.7
Handover Optimisation

	Use Case Stage
	Evolution / Specification
	<<Uses>>

Related use 

	Goal (*)
	Handover success rate improves
	

	Actors and Roles (*)
	
	

	Telecom resources
	
	

	Assumptions
	
	

	Pre conditions
	
	

	Begins when 
	
	

	Step HOO-1 (M)
	Handover success rate target is set for a cell or a coverage area
	Step GO01

	Step HOO-02 (M)
	Handover success rate target and related area are transfer 
	Step GO-02

	Step HOO-03 (M)
	Measurements, KPIs etc. are defined whose results define the triggering of the self-optimisaton process in order to reach targets
	Step GO-03

	Step HOO-04 (M)
	Commands to start measurements and KPI collection are sent
	Step GO-04

	Step HOO-05 (M)
	Measurement are performed and KPIs determined
	Step GO-05

	Step HOO-06 (O)
	Measurement results and KPIs are aggregated, if necessary
	Step GO-06

	Step HOO-07 (M)
	Measurement results and KPI values are sent
	Step GO-07

	Step HOO-08 (M)
	Measurement results and KPI values are checked against the targets
	Step GO-08

	Step HOO-09 (M)
	It is decided if an optimization is needed or not
	Step GO-09

	Step HOO-10 (M)
	Configuration changes are prepared.
	Step GO-10

	Step HOO-11 (M)
	The prepared configuration changes are checked
	Step GO-11

	Step HOO-12 (M)
	The configuration changes are sent to the NEs.
	Step GO-12

	Step HOO-13 (M)
	The NEs check the received configuration changes.
	Step GO-13

	Step HOO-14 (M)
	The NE prepares a potentially necessary rollback.
	Step GO-14

	Step HOO-15 (M)
	The NE performs the configuration changes
	Step GO-15

	Step HOO-16 (M)
	The result of the configuration change execution is reported
	Step GO-16

	Step HOO-17 (M)
	The reports are evaluated.
	Step GO-17

	Step HOO-18 (O)
	The decision to rollback or not is made
	Step GO-18

	Step HOO-Loop
	Steps HOO-03 .. -09 
	Step GO-Loop

	Step HOO-19 (M)
	The report about the optimization result is prepared.
	Step GO-19

	Step HOO-20 (M)
	The report about the optimization result is sent to the NMS.
	Step GO-20

	Step HOO-21 (M)
	The result of the optimization is evaluated.
	Step GO-21

	Step HOO-22 (O)
	The decision to rollback or not is made
	Step GO-22

	Ends when
	
	

	Exceptions
	
	

	Post Conditions
	
	

	Traceability
	
	


