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Decision/action requested

Discuss and approve requirements for the location of the AAF and for security between eNodeB and O&M network.
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3
Rationale

Use case Establishment of new eNodeB in network in [3] includes the automatic allocation of an IP address to the eNodeB. [1] discusses the location of the Address Allocation Function (AAF) in e-UTRAN, and proposes that the AAF in implemented using the DHCP protocol. The contribution does not consider security aspects.
This contribution builds on [1] and adds a discussion on securing the communication between the eNodeB and the O&M network. The reason for discussing these topics together is that address allocation and security topics are interwoven.

Subsection 3.1 discusses using a non-secure transport network. When using a non-secure transport network, the eNodeB and the O&M system has to add security for their communication. Subsection 3.2 discusses the use of a secure transport network. Here, the eNodeB and the O&M network does not need to add any security. This case is especially interesting when a non-secure transport network is used in parallel. 

3.1
Non-secure transport network

If the transport network is considered non-secure, the traffic from the eNodeB to the O&M network needs to be secured by the eNodeB and O&M network themselves. 
As discussed in [2], section 6.8, IKEv2 and IPSec is the working assumption for securing all user plane traffic in E-UTRAN. We propose that the traffic between the eNodeB and the O&M network uses IKEv2/IPSEc as well.
This naturally leads to a three step procedure for address allocation and secure connection from an eNodeB to the O&M system:

1) When starting the eNodeB, the eNodeB will use one Address Allocation Function (AAF) for requesting an IP address for the network it is connected to. We will call this network the “Transport Network” (TN).

2) Using the TN, the eNodeB will set up a secure tunnel to the O&M system, using IPSec and IKEv2.

3) As part of the tunnel setup procedure, or directly after the tunnel set up procedure, the eNodeB will request yet another IP address, for the eNodeB’s tunnel endpoint. For this, an AAF will be used. Logically, this AAF is different from the AAF in step 1.

The following figure will show this procedure graphically.
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Figure 1. Three step procedure for address allocation and secure tunnel setup.
(In figure 1, step 3, the eNodeB requests an IP address from the O&M NW AAF. This is a simplified model. In reality, when using IKEv2 for setting up the IPSec tunnel, the eNodeB will request the IP address from the O&M SGW. The O&M SGW in turn typically requests the IP address from the O&M NW AAF.)
3.1.1
Location of Transport Network AAF
While the TN may be owned and managed by the same organization that manages the E-UTRAN, there is a need for an architecture where the TN is managed by an organization different from the E-UTRAN organization. For this reason, it should be possible for the TN AAF to be independent of the E-UTRAN. The use of Pico eNodeBs is such a case, where the Pico eNodeBs can be located on a company’s premises and uses the company’s LAN and IP infrastructure (including DHCP servers). Another case is the use of Home eNodeBs, where the Home eNodeB is connected to an ADSL line, and the IP address is provided by the ADSL provider. An extreme case is where the ADSL customer has his own home router, and connects the Home eNodeB to it. In this case, the home router contains the complete TN AAF infrastructure. These examples show some ways in which the TN network owner is different from the E-UTRAN owners. The TN network owners can not be assumed to honour a 3GPP specified TN AAF architecture.
For these reasons, we argue that the location of the TN AAF should not be standardized, but left to the TN network implementers. 
3.1.2
Location of O&M Network AAF
We assume that the O&M Network AAF is located within the O&M Network and that the O&M Network contains the Domain manager (DM) and the Network Manager (NM).
In [1], the author discusses whether to locate the AAF on the DN or NM level. As the AAF will be closely related to the secure tunnel set up, there is the added alternative of locating the AAF close to the O&M SGW. The following picture shows the  three levels where the O&M Network AAF function could be located: The NM level, the DM level and the SGW level.

In this figure, we have added the SGW level to the two levels proposed in [1]. The reason is that in a typical network, a DHCP server and a SGW are located architecturally and logically close to each other.
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Fig. 2. Possible locations of the AAF.

Briefly trying to find pros and cons of locating the O&M Network AAF function at the three levels gives us the following table:
NM level

+ Multivendor support simplifies operation for operators.

+ Only one DHCP server for the entire network.

- Complex use of DHCP service reduces possibility to reuse off-the-shelf DHCP server software.

- DHCP, considered a transport network function, is located at high level O&M level.
- 3GPP specific DHCP parameters need to be standardized.
DM level

+ Less 3GPP standardization leads to simpler implementation for vendors.
- The DHCP server(s) needs to be aware of all SGWs, and needs to send different parameters to each SGW.

- If each vendor needs one DHCP server, there will be many DHCP servers deployed (assuming operators buy from many vendors.) Also, if there are many SGWs (one for each a subsection of the eUTRAN), and they are not allocated to each vendor, there will be N*M relationships between DHCP servers and SGWs. It will be difficult to efficiently hand out IP addresses, as well as manage the DHCP servers.
- DHCP, considered a transport network function, is located at O&M level.
SGW Level:

+ The DHCP server is close to the SGW, which is the node its serves.

+ The DHCP server needs only be aware of one SGW, meaning simpler implementation.
+ The DHCP service becomes decoupled of the DM and NM.

- Introduces a new architecture in 3GPP, at least in SA5. 
- Does not fit well with the "Secure Transport Network" model in section 3.2. In this model, no IPSec is used, and only one DHCP server is present.
3.2
Secure Transport network

We assume that implementing the possibility for a secure connection from an eNodeB to the O&M network will become mandatory. However, an operator may trust parts of or his whole TN. 

An operator who trusts his complete transport network is in the situation described in [1]. The discussion in the document on whether to locate the AAF on the NM level or the DM level is therefore relevant.
An operator who trusts only parts of his TN, but wants to use his AAF for his eNodeBs both on the trusted and non-trusted parts of his TN will still have to consider the situation in section 3.1. In this case, we argue for locating the AAF close to the O&M SGW.

3.3
Discussion

Three possible locations of the O&M Network AAF are described, together with the situation where only the TN AAF is present. We feel that the pros and cons do not favour one alternative, especially considering the multitude of possible TN deployment scenarios. We also assume that the AAF will be implemented by a DHCP server, which is a node type which is foreign to the O&M of a RAN.

This leads us to propose not to standardize the location of the O&M Network AAF at all.

4
Detailed proposal

It is proposed to add the following requirements to [3]:
· IKEv2/IPSec shall be used for secure connection between eNodeB and EM. (This is only relevant for System Context A [4])
· When using a non-secure TN, two AAFs are needed, one for TN and one for O&M NW. When using a secure TN, only one AAF is needed.
· The location of the TN AAF should not be standardized.

· The location of the O&M Network AAF should not be standardized.
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