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1
Decision/action requested

It is proposed that;

1) The SON Function is described, specified and included in the first release of LTE,

2) The SON function is located at the NM level,

3) The object model of an eNodeB (including the SON related attributes and measurements) is specified in the first release of LTE, including the needed control operations.

4) The mechanism for the co-existence between centralised and distributed SON functions should be considered for the first LTE release,
5) No P2P interface for SON functions is introduced in the first release of LTE

2
References

None.
3
Rationale

During the last SA5, RAN3 and RAN3-SA5 meetings many documents relating to SON (architecture, functions, and specific use cases) were discussed. 

This document aims to focus on the location of SON function and provides an overview of possible architecture alternatives.

4
Detailed proposal

4.1     Alternatives

Four alternatives for SON Architecture placement are briefly described below:

· SON in eNodeB

· SON in Element Manager (EM)

· SON in Network Manager (NM)

· Co-existence between Centralised & Distributed Architecture 

4.2 SON in eNodeB

One of the alternatives to realise SON functions would be to incorporate it into the eNodeB. 
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The biggest advantage of this alternative is that the latency of the network and the scalability of the SON entity no longer have a bearing on how frequently the value of parameter can be changed by the SON algorithm. 

The drawback of such solution would be that all relevant parameters pertaining to functions where Neighbour eNodeBs are impacted/involved in SON would then need to be exchanged over X2 interface (thereby requiring to be standardised, and their transfer thereof) in other to ensure multi-vendor capability. If this cannot be achieved then the effectiveness of the chosen SON function(s) would be restricted i.e. cell specific only and not affect neighbouring cells.

Additionally considerable detail of the internal workings of the SON algorithm would need to be specified to achieve stability.

4.3 SON in EM

The second alternative would be to implement SON functions in the EM. 

At present the EM is normally vendor specific and if the SON functions were implemented in the EM they would be valid just for the nodes connected to this EM. No Multi-vendor interoperability would be guaranteed without significant IOT. 

Implementing a horizontal-interface like the P2P interface between neighbouring EM can theoretically help to overcome the problems however there would still be considerable challenges in ensuring the stability of the SON algorithm.  

This new interface will cause high integration and operation cost and is likely to restrict available SON functions. 
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4.4 SON in NM

The third alternative would be to implement SON functions above both eNodeB, Element Manager (EM) at the Network Manager (NM) level. 

The major advantage of this alternative is that full interoperability will be thus ensured between eNodeBs of different vendors and that the operator control of SON functions will be permitted. Moreover there is no need to develop a new interface as N-Interface architecture can be enhanced to exchange SON related information. Upgrades to the SON algorithm can be incorporated without extensive testing of the EM and eNodeB (assuming that the measurements are correctly specified in first release).
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4.5 Co-existence between centralised and distributed architecture

The co-existence between centralised and distributed SON architecture is seen as a potential compromise by placing SON functionalities in the NM and/or the eNodeB. 

It may indeed be helpful that such a split exists – although such a scenario brings its disadvantages (see below) and therefore a mechanism would be needed to allow specific functions to be moved to the eNodeB e.g. where real-time operation SON is required and stability between neighbour cells can be ensured. It should be a decision of the centralised SON algorithm whether a specific SON function should be under the responsibility of the eNodeB or not.

As in all implementations in the past it is unlikely that all eNodeB vendors will implement and include particular SON functions in the eNodeB in a time synchronised manner, nor indeed all aspects of that SON function. Furthermore there is no guarantee whatsoever that all vendors are in agreement as to the location of a SON function. It may be the case that a certain SON function would be implemented as centralised in one eNodeB vendor and as distributed in another eNodeB vendor. 

It may be considered that the centralised SON entity be seen as the master, and the distributed SON entity seen as the slave, although the respective relationship(s) are of course TBD at the time of writing.. 

The details of any Master-Slave relationship require significant consideration and this scenario for distributed SON will be no different. Issues include how and when to initialise the SON entity in the eNodeB, how the distributed SON entity informs the centralised SON entity of its status, determining which SON functions should be performed at the eNodeB level, etc.  

5
Conclusion

Based on the description above it is proposed that:

· The SON Function is described, specified and included in the first release of LTE

· The SON Function is located at the NM Level, i.e. the centralised architecture alternative.

· The object model of an eNodeB including the SON related attributes and the measurements are specified in the first release of LTE including the necessary control operations.

· The mechanism for the co-existence between centralised and distributed SON functions should be considered for the first LTE release, so that future enhancement towards a distributed architecture can be introduced in a backward compatible manner. 

· No P2P interface for SON functions is introduced in the first release of LTE. So far there is no use case which enforces the need to use such an interface. 
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