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1
Decision/action requested

Discussion requested.
2
References

3GPP TR 32.808 V1.0.0 (2006-07)

All other relevant references can be found within the submitted document S5- 070232 _TR_CPSF_1_contrSect2and3_sevilla_submitt_1.doc.
3
Rationale

This submission provides an overview over the principal logical view on and possible realizations of a CPSF.
4
Detailed proposal
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6
Basic Structure of the Common Profile Storage Framework (CPSF)

This section deals with the analysis of a framework, which can hold a common data model discussed in section 5.

Section 6.1 just gives the general properties such a storage framework should have independent of any variant of implementation.


Section 6.2 describes possible ways to realize a centralized data base.

Section 6.3 describes ways in which a CPSF could be realized.

Section 6.4 is devoted to the question, what kind of tooling would be needed to make the CPSF work in reality.


6.1
Logical View

 This subsection deals with the functions the CPSF has to support. Figure 6.1.1 depicts a typical three-tier architecture consisting of a


· Database subsystem, which is concerned with data management and resource management, an
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Application subsystem containing network functions (e.g. HSS, HLR, …) as well as enterprise applications (e.g. CRM, Marketing applications, …) and a


· Client subsystem providing e.g. a GUI.


Figure 6.1.1: Logical view of the Common Profile Storage Framework as a 3-tier architecture


6.1.1
Actual End-User Data Storage Framework


This subsection deals with the part of the framework, which takes care of the real data handling.


Resource Management:


· Data Storage Management: This function hides the storage complexity from the application orchestrating the execution of queries, including I/O generation and caching.

· Physical Device Management:  This function has the task of ensuring optimal query execution in database management systems using a variety of metrics, cost estimators, and run-time statistics to devise a query plan with the lowest cost.

Data Management:


· Data transformation and presentation: This function has two properties


· Maintenance of data independence


· Removal of the distinction between logical and physical data


· Concurrency Control: This function prevents clashes between user operations


· Allows high database performance by admitting concurrent data accesses from multiple network functions and enterprise applications at the same time

· Ensures that interleaved action coming from multiple network functions and enterprise applications do not lead to inconsistencies in the database

· Ensures that each network function and enterprise application is unaware of all other concurrent database users.

· Backup and Restore: This function block provides backup and restore mechanisms and strategies


· Integrity Services: This function enforces referential integrity rules


· Transaction Processing: This function enforces the ACID (Atomicity, Consistency, Isolation, Durability) properties on a set of database operations, which have been collected into one transaction.

· Atomicity: If a set of database operation has been collected into one transaction this transaction will only be committed, if all operations have been carried out successfully.

· Consistency: At the Begin and at the Commit of a transaction (or after the roll back) the data within the database have to be consistent.

· Isolation: 

· network functions and enterprise applications seemingly run one at a time and

· are protected by either locking mechanisms or database versioning

· Durability: A committed transaction has to survive failures

· Put the logs of committed transactions into a durable place (e.g. duplicated disk)


· Redo transactions from the log in case of


· System failure: lost in-memory updates


· Media failure (e.g. lost disk)


· Undo non-committed transactions

· Post Update Trigger Handling: This function allows:

· The subscription to a post update trigger

· The sending of post update triggers to the subscribed users of the CPSF

· Adapting Entities Management: This function decouples the network functions and enterprise applications from the database in two ways:

· Logical decoupling: Provides all functions using the database with protection from changes in the logical structure of the data (i.e. provides tailored views for network functions and enterprise applications, which use the database)

· Physical decoupling: Provides all functions using the database with protection from changes in the physical structure of the data

· Security Management: This function provides

· Authentication and authorization

· Object access control

· Accountability via auditing

· Additional functions not shown in the figure: 


· Database access languages and application programming interfaces


· Database communications interfaces


6.1.2
Adaptation Layer Functionality


This subsection deals with the basic functionality, which a CPSF has to provide in order to make data consolidation work. The sum of properties realizing this functionality will be called Adaptation Layer for the rest of this TR. The data model building blocks of the Adaptation Layer were already introduced in section 5.3.2 and 5.3.4.

Note: The notion “Layer” is only logical. There are no well defined interfaces on the north and south. Instead the “Adaptation Layer” consists of a list of functions, which allow a complete decoupling of the Application Subsystem whenever this is necessary.


6.1.2.1
Adapting Entities


In accordance with the scenarios introduced in section 5 adapting entities shall be able to cover the following situations:


· More than one application uses the same data entity, each needing a different representation.
Examples: Language sensitive representation of values (e.g. red, rouge, rot), different representation of values (1, one, I).

· The real data model is used to support the business processes of a provider and the application needs a specific “view” on its data.
One advantage of a CPSF containing a common model is the fact that it can contain all relevant business data for an end user as has been shown in section 5. Thus it is capable of supporting both network functions and enterprise applications alike. There will obviously be many ways to organize the data as long as the principal structures described in section 5.1 for the network functions and in section 5.3 for identification of an end user can be retrieved. In which ever way a provider intends to structure his data (best suited to his business), he will have to provide specific adapting entities for some or all of his functions using the CPSF.

· Support of legacy applications: Here two situations need to be distinguished:


· Mandatory: The legacy application uses the same standardized data modelling language and database access protocol, but its legacy data model does not fit into the general data modelling strategy. Then respective “views” have to be provided for the application.


· Optional: The legacy application uses a different standardized data modelling language and database access protocol, which cannot be adapted to the current conditions. Then an according interface and an automatic conversion into the current model entities allows the legacy application to remain mainly unchanged


6.1.2.2
Access Control


Control of access to information: 


· prevention of unauthorized detection, 


· disclosure, or 


· modification of that information.


At minimum the Basic Access Control Model [44] from ITU-T has to be supported, whose decisions entail actions on the following entities: 


· the entity of the data model being accessed - protected item; 
a protected item is an element of the data model to which access can be separately controlled 
Basic Access Control also provides the means to define collections of related items (e.g. attributes in an entry, all attribute values of a given attribute) in order to specify a common protection for them 


· the user requesting the operation - requestor;


· a particular right necessary to complete part of the operation -  permission;


· one or more operational attributes that collectively contain the security policy governing access to that item – ACIs (Access Control Items)


6.1.2.3 Post-Update Trigger Mechanism 


In section 5 the possibility of semantically identical attributes for different network functions and enterprise application end-user models has been discussed. In the case that one common end-user model is used, this attribute will then be visible and accessible to all concerned functions and applications. 

6.1.2.4 Preserving the Real-Time Capability of the CPSF

In section 5 the proponents of the Application Layer were introduced. Especially the applications listed under the network supporting services have stringent real-time constraints. Thus any Adaptation Layer has to guarantee their support.

6.2
Physical View


In this section different possibilities of a physical realization of the CPSF as a database are analyzed. 


6.2.1 is a special case of 6.2.2. It just describes what a CPSF should be able to do in case it could be realized via one NE only. The section is only very brief, as there is an abundant amount of literature describing the basics of relational and object oriented databases.

6.2.2 treats the case, in which the database is distributed. Obviously, some of the requirements discussed in 6.1.1 and 6.1.2 are not easy to realize in a distributed database, so some of its key features are reviewed.

6.2.1
Centralized Data Base

In a centralized database data are stored at one physical location (database server) only, which might e.g. be a mainframe.

The network element should

· Provide the properties described in 6.1.1 and 6.1.2, 


· Be highly available and


· Allow geographical redundancy.

The last bullet actually needs some discussion. From a theoretical point of view the database would then already be distributed and is treated as the case of complete replicas (see section 6.2.2)

6.2.2
Distributed Data Base


Again the network element should


· Provide the properties described in 6.1.1 and 6.1.2, 


· Be highly available and


· Allow geographical redundancy.


As a common denominator this TR will regard a distributed database as one where data are stored at several physically different locations.

There are two different types of distributed databases:


· Homogeneous databases: Every site runs the same type of DBMS

· Heterogeneous databases: Different sites run different DBMS (even both RDBMS and ODBMS at the same time)

Distributed databases can have the following architectures:

· Client-Servers Architecture:

· The client sends a query to each database server in the system


· The client caches and accumulates all answers

· Collaborating Server Architecture:

· The client sends the query to the nearest server


· The server either executes the query locally or sends it on to other servers as required

· The server sends the response to the client.

Distributed data can be stored as follows:

· In fragments at each site

· The data has to be split up

· Each site stores one or more fragments. This can have some advantages:

· One can put the data near the function using it

· The network traffic can be reduced


· Response times can be optimized


· Availability of the data can be optimized 

· In complete replicas at each site

· Each site stores a replica of the complete data. This can yield the following advantages:

· Improvement of data availability


· Allows disconnected operation


· Allows load distribution


· Read operations are much cheaper

· Replication can be done

· Synchronously: All data, which have been changed, must be propagated before the transaction commits. Thus during the time, the changes are made and propagated, the transaction gas to obtain a lock on all modified copies.

· Asynchronously: Updates are sent periodically, which has two consequences:


· Updates can go out of sync


· Functions using the database need to be aware of the fact that updates can go out of sync

· Types of replication:


· Primary site replication


· One copy is designated as a master


· All other copies are published to other, “secondary”, sites

· Peer-To-Peer replication

· More than one copy can be master


· Conflicting changes must be resolved

· A mixture of fragments and replicas

· Each site stores a replica and/or one or more fragments of the complete data

6.3
Analysis of alternative solutions

In this section different possibilities of realization of the CPSF within the network are analyzed. The difference in the approaches concerns the questions 

· whether one employs a separate, eventually distributed database for all end-user data, which is logically seen as one network element by all network functions and enterprise applications or

· whether the CPSF is logically seen as one network element.

6.3.1
Logically Centralized Approach
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This subsection deals with possible architectures of the CPSF, which can, logically, be summarized as shown in figure 6.3.1.1.

Figure 6.3.1.1: Logical view of the Centralized Approach to the Common Profile Storage Framework 


Figure 6.3.1.1 shows that all applications (i.e. network functions and enterprise applications) of the CPSF access one logical network element, which provides them their specific data structure. 

In case the scenario of 6.2.1 applies, figure 6.3.1.1 can be an example of a physical realization. In case the physical realization of a CPSF is in the form of a distributed system (one of the variants described in 6.2.2) figure 6.3.1.2 represents a valid example.
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Figure 6.3.1.2: Physical view of the Centralized Approach to the Common Profile Storage Framework Using a Distributed Database 


Figure 6.3.1.2 gives an example of a possible CPSF deployment using a distributed database.

Remarks:


· Sites A, B and C are geographically redundant.

· The DBS-Proxies are one possibility to provide uniform access for the network/enterprise functions. In the example in figure 6.3.1.2 there are nine such proxies, three per site for load balancing and three geographically redundant copies for high availability.

· The database servers contain the actual end-user data. 

· In the example there are 24 servers, six at each site. These six each contain a fragment of the complete set of data and each site has a complete replica for reasons of high availability.

· The example also shows the possibility of connecting three specific DBSs (1_A, 1_B, 1_C), which contain identical replicas of a data fragment (either by peer to peer or   by primary site replication).

· The full mesh shown between the network / enterprise functions and the DBS-Proxies, as well as between the DBS-Proxies and the database servers is only shown in a logical sense. These connections will most probably be switched. 

6.3.2
Logically Distributed Approach


An example of a logically distributed approach is 3GPP’s generic user profile (GUP), which is described in more detail in section 5.1.4.

A data consumer (network function or enterprise application) can request a copy of  a GUP component, which is the designated master instance of the component and which – according to 3GPP – is held by the data supplier.  

This copy may be of one of two types:

· working copy: the GUP component instance corresponds to a copy (or snapshot) of the master instance at a given point in time. The working copy is held within the data consumer’s local store.  Future changes to the master instance (e.g. update, deletion, etc.) are NOT propagated to the working copy. The working copy remains unaffected by changes of the master instance of the GUP component

· synchronised copy: the GUP component instance is kept synchronized with the master instance and is held within the data consumer’s local store. 

If a GUP component is no longer applicable for a given user, the master instance for this GUP component is deleted and all data stores holding synchronized copies are notified about this deletion.


If the access rights of the component are changed, a proper notification is sent to the owner of the synchronized copy.

6.4
Tooling


The intention of section 6.4 is to point out the necessity that a fairly comprehensive tooling landscape is necessary to allow a network/service provider to:


· be capable of defining a common data model and its adaptation layer (i.e. adapt the data to the specific needs of this operator)

· remain vendor independent in choosing both the CPSF and the network functions / management applications


· be able to manipulate his data structures as well as the content in a running system (the addition or modification of network functions / management applications should not affect other functions already running as users of the CPSF) 

Areas in which the CPSF  needs tooling are:

· data migration support


· meta data manipulation and repository


· a tool management system and


· a report/documentation system
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