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1
Background
This paper presents our view on Measurement Points (see 3) and Test Environment (see 4) related to the work of Itf‑N Performance Criteria work [1].

The first part (see 3) captures Ericsson idea discussed during #49 meeting.  It is related to [2].

The latter part (see 4) is an action item assigned to Ericsson during the #49 meeting.
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3
Ideas on Measurement Points

Here are our proposed changes to [2]. 

“

When the Itf-N performance criteria measurements are being made, it is important that the measurements are measured in exactly the same way.  This is important if, for example, an operator is using the Itf-N performance criteria for:
· Vendor selection purposes.
· Detection of IRPAgent performance degradation over time.
Each performance criterion is described using;

a) Concept and description, 
b) Data unit and 
c) Condition (Test method).  
In any test, it is important to identify two points.  One identifies the point, with reference to the context of the system-under-test, at which the test trigger is applied.  The other identifies the point where monitoring or measurement is made.  We call these points measurement points (MPs).

It is noted that item-c above does not describe or specify these MPs since some of these MPs are related with a particular internal implementations (which are outside the scope of standardization).
Using a generic system-under-test configuration, t
he following figure identifies some useful MPs.  Vendors can define other relevant MPs for satisfying some test criteria.  In those cases, vendor would refine the system-under-test context in order to reveal a new set of MPs not defined here.
It is noted that this specification does not specify how the measurements can be obtained at various MPs.  For example, the specification does not specify if a non-intrusive tool (such as use of an external protocol monitor tool) is used at MP-E or if an intrusive tool (such as a program running inside IRPManager) to monitor events that occur at MP-E.
Likewise, this specification does not specify how the non-persistent data or persistent data can be viewed/ observed.  For example, the specification does not specify if a GUI is installed at MP-F where a human can view the events that occur at MP-F or if a program is installed at MP-F where it logged the events (with proper time-stamps) that occur at MP-F.
Note that the use of persistent data is strictly an implementation issue and may relate to cost and reliability of the system under test and therefore, in general, not a subject of standardization.  However, we explicitely define MPs for non-persistent data and for persistent data (see MP-F and MP-G) because measurement results using these MPs can differ significantly.  
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Figure 1: System-Under-Test context and MPs
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4
Proposal on Appendix A: Example of a Test Environment

Here is our proposal for Appendix A.

Appendix A (Informative):
Example of Test Environment

The diagram below illustrates a typical architecture of an NML to EML to NE architectural set up.
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Figure 1 :- Test Environment

The figure above shows two kinds of communication network (i.e. NML-EML Communication network and EML-NE Communications network) and three kinds of system, i.e. Network Management System, Element Management System and Network Elements.
Regarding the communication network, the following are examples of considerations that need to be factored into test criteria.

a) Is t
b) he communications infrastructure used solely for the test?
It is possible for this common infrastructure to be used for other (than testing) purposes, e.g. LANs for additional operator terminals.  Possibly other OSSs and management systems are sharing the communications infrastructure, i.e. performing tasks unrelated to subject testing. 
c) 
d) 
e) 
f) 
g) 
h) 
i) The two Communciations infrastructures may be supported by Bridges/routers, some of these may be provided with inbuilt security mechanisms, such as IPSEC, fire-walls, discriminating routers which perform functions based on particular addresses.  All of these have an impact on communciations performance throughput, i.e. different communications infrastructures of different security configuration settings will cause test result differences.

j) The performacne of the communications infrastructure, at the time of the tests is also of concern.
Measurements would be invalid if there are a high number of rejected or re attempted PDUs. These errors can be encountered when for example a termination impedence on an ethernet cable is missing or incorrect. The effects may not be noticed when small number of data exchanges occurs with of small message length.
The actual "noral" loading of the network is also important as should the utilization of the communcations system, (which uses any form of CSM/CD (Carrier Sense Multiple Access/Collision Detect) mechanism) will experience an almost exponential delivery propagation time when the network load crosses more than 60% utilization. The effects are compounded when a loaded network, starts to experiences errors, which causes the re transmission of protocol data unites. This can cause the network to enter a point of instability.
k) The communications networks may also span long distances using optical or microwave links. The characteristics, e.g. grade of service, of these networks should also be considered.
Regarding the system, the following are examples of considerations that need to be factored into test criteria.

l) Is the system resources used solely for the test?
It is possible for these system resources to be used for other (than testing) purposes, e.g. running system back up tasks.  Possibly other OSSs and management applications are sharing the system resources, i.e. performing tasks unrelated to subject testing. 

m) The systems may have inbuilt security and reliability mechanisms, such as internal logging of messages, shadowed or mirrored disk.  All of these have an impact on system performance throughput, i.e. different systems of different security/reliability configuration settings will cause test result differences.


n) The performacne of the system, at the time of the tests is also of concern.  For example, measurements would be invalid if there are a high number of rejected or re attempted disk writes. These errors can be encountered when for example a particular sector of disk is operating at marginal level. 

o) The system may comprise of components connected via various communication technologies (e.g. an inter-processor bus).  The characteristics of these communication technologies should also be considered.
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