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Draft FGNGN-FRA version 5.1
Functional Requirements and Architecture of the NGN

1. 
Scope

The objective of this Document is to provide requirements for the NGN functional capabilities and architecture.

The functional architecture shall allow a clear distinction between definition/specification aspects of services provided by the NGN and the actual specification of network technologies used to support those services. Therefore, an implementation-independent approach is adopted. This Document describes the functional and structural architecture of the Next Generation Network (NGN) using the generic definitions, symbols and abbreviations that are defined in related ITU-T Recommendations e.g., Recommendations G.805 [1] and G.809 [2]. 

Since all technologies map to one of the three modes of networking (i.e., connection-oriented packet switched (CO-PS), connection-oriented circuit switched (CO-CS) and connectionless packet switch (CL-PS)), this Document considers the functional architecture implications of these three modes.
Note: The intention of this document is to specify the architectural aspects of the NGN.  The names of various functional entities and reference points used in this document may be the same or similar to functional entities and reference points described in other documents, but the interfaces and the associated protocols may be different.  The specific protocols used for NGN systems are defined in other signalling-related documents that are part of the set of NGN system documents.
Note: The scope of release 1 specifies that nomadism shall be supported between different network termination points. And while no major new interfaces for mobility are proposed to be developed as part of release 1, any other mobility related functionality beyond nomadism, such as handover, is not precluded and may be supported through the use of existing technologies.  Thus, any mobility-related functions or functional entities described here and supporting capabilities beyond nomadism are only included because they represent functionality which already exists in the mobile environment.  The note should be applied in the area related to mobility in the architecture.

2. 
References

The following ITU-T Recommendations and other references contain provisions, which, through reference in this text, constitute provisions of this Document. At the time of publication, the editions indicated were valid. All Recommendations and other references are subject to revision; all users of this Document are therefore encouraged to investigate the possibility of applying the most recent edition of the Recommendations and other references listed below. A list of the currently valid ITU-T Recommendations is regularly published.

[1]
ITU-T Recommendation G.805 (2000), Generic Functional Architecture of Transport Networks

[2]
ITU-T Recommendation G.809 (2003), Functional architecture of connectionless layer networks

[3]
ITU-T Recommendation Y.100 (1998), General overview of the Global Information Infrastructure standards development

[4]
ITU-T Recommendation Y.110 (1998), Global Information Infrastructure principles and framework architecture

[5]
ITU-T Recommendation Y.1001 (2000), A Framework for Convergence of Telecommunications Network and IP Network technologies

[6]
ITU-T Recommendation Y. 2011 (2004), General principles and general reference model for next generation networks
[7]
ITU T Recommendation Q.1701 (1999), Framework for IMT-2000 networks

[8]
ITU-T Recommendation Q.1702 (2002), Long-term vision of network aspects for systems beyond IMT-2000

[9]
ITU-R Recommendation M.1645 (2003), Framework and overall objectives of the future development of IMT-2000 and systems beyond IMT-2000

[10]
ITU-T Recommendation Y.140 (2000), Global Information Infrastructure (GII): Reference points for interconnection framework

[11]
ITU-T Recommendation Q.1741.3 (2003) IMT-2000 references to release 5 of GSM evolved UMTS core network with UTRAN access network
[12]
ITU-T Recommendation M.3010 (2000), Principles for a Telecommunications management network
[13]
ITU-T Recommendation Q.1912.5 (2004), 
[14]
ITU-T Recommendation Y.2001 (2004), General overview of NGN

3. 
Definitions

This Document defines the following terms:

Functional Entity: An entity that comprises a specific set of functions at a given location. Functional entities are logical concepts, grouping of functional entities are used to describe practical physical realizations.

Functional architecture:  A set of functional entities which are used to describe the structure of a NGN. These functional entities are separated by reference points and thus they define the distribution of functions. These functional entities can be used to describe a set of reference configurations.  These reference configurations identify which of the reference points are visible at boundaries of equipment implementations and between administrative domains. 
Media: See Recommendation H.324 [x1]

Media stream: See Recommendation H.235 [x2]

Reference point:  A conceptual point at the conjunction of two non-overlapping functional entities that can be used to identify the type of information passing between these functional entities. A reference point may or may not correspond to one or more physical interfaces between pieces of equipment.
Stream: See Recommendation T.137 [x3]

[Editor’s note] Specific Definition which refers to the Recommendation should be examined and be written down here.  Referenced Recommendations just for definition will be deleted.

4. 
Abbreviations

This Document uses the following abbreviations.

AGCF 

Access Gateway Control Function 
AGWF 
Application Service Gateway Function 

AMF

Account Management Function

AMGF 
Access Media Gateway Function 

ARF 

Access Relay Function 

ASF 

Application Server Function 

CAMEL
Customised Applications for Mobile network Enhanced Logic
CBF

Charging and Billing Functions

CCF

Charging Collection Function 

CDEF

Circuit Domain Emulation functions
CDR

Call Detail Record

CSCF

Call Session Control Function
CTE

Charging Trigger Function

DB

Database
DHCP 

Dynamic Host Configuration Protocol

HSS

Home Subscriber Server

IMS

IP Multimedia Subsystem

IP

Internet Protocol
LSF 

Location Service Function

MGW

Media Gateway

MGF

Media Gateway Function

MGCF

Media Gateway Control Function

MM

Multimedia
MRCF 
Media Resource Control Function

MRFC

Multimedia Resource Function Processor
MRPF 

Media Resource Process Function 

MSF 

Mobility Support Function 

NACF 

Network Access Control Function 

NAPT

Network Address and Port Translation

NASS 

Network attachment subsystem functions
NGN

Next Generation Network
NMF 

Network Management Functions

OCF

Online Charging Function
OSA

Open Service Architecture

PDF

Policy Decision Function

PGCF

Packet Gateway Control Function

PLMN

Public Land Mobile Network
PTF 

Packet Transport Function

RACS

Resource and Admission Control Subsystem 

REGF 

Register Function 

RF

Rating Function

SAAF 

Service Authentication and Authorisation Function 

SCF 

Session control function 

SCPF 

Session Control Proxy Function 

SGF 

Signalling Gateway Function
SSF

Service Switching Function

STGF

Signalling Transport Gateway Function

S-CSCF
Serving CSCF
TAAF 

Transport Authentication and Authorisation Function 

TAPF 

Transport Network Access Process Function 

TMF 

Traffic Measurement Function 

TMGF 

Trunk Media Gateway Function 

TPEF 

Transport Policy Enforcement Function 

TRPCF 

Transport Resource/ Policy Control Function

UPDF 

User Profile Database Function
[Editor’s note] Some of Abbreviations should be confirmed whether they are still used in this document.

5. General Principles of the NGN Functional architecture
The NGN functional architecture shall meet the following principles

1• Distributed control: This will enable adaptation to the distributed processing nature of IP network and support the location transparency of distributed computing.

2• Open control: The network control interface should be open to support service creation, service updating, and incorporation of service logic provision by third parties.

3• Independent service provisioning: The service provision process should be separated from network operation using the above-mentioned distributed and open control mechanism. This is intended to encourage the competitive environment of NGN to speed up the provision of diversified value-added services.

4• Support for the services of a converged network: This is needed to generate converged voice/data services that are flexible and easy to use, so as to tap the technical potential of the NGN.

5• Enhanced security and protection: This should be provided as the basic principle of an open architecture. It is imperative to protect the network infrastructure by providing the mechanisms for security and survivability in the relevant layers.
The functional entities should meet the following principles:
1• Functional entities may not be distributed over multiple physical units but may have multiple instances.
2• Functional entities have no relationship with layered architecture directly.  However, similar entities may be located in different logical layers;
6. The NGN architecture

Along with a new architecture, Next Generation Networks will bring an additional level of complexity over existing networks. The addition of support for multiple access technologies and for mobility results in the need to support a wide variety of network configurations. The specific configurations used in NGN are not the subject of this document. However some example configurations are provided for information in Appendix I to serve to provide a context for the functional architecture described in this section.
NGN services will include sessionbased services such as conversational services and non-session based services  - such as video streaming and broadcasting. Moreover, NGN  provides support for PSTN/ISDN replacement (i.e. PSTN/ISDN emulation). To provide these services, several functions in both the service stratum and the transport stratum are needed.  
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Figure 1.  The NGN architecture overview

Figure 1 shows the NGN architectural overview.  NGN functions are divided into service functions and transport functions.  In the transport stratum, access transport functions are located in the access network and core transport functions located in the core network.  Also, service and control functions are located in the service stratum.
[Editor’s note] Enhancement is necessary.  All circles and boxes are functional group.

Other networks are interconnected through NNI, as shown on the right side of the figure.  Customer networks are connected by UNI.

NGN supports the delivery of end-user services by application functions and service and control functions.
NGN supports open APIs to allow 3rd party Service Providers to apply NGN capabilities to create enhanced services for NGN users. All application functions (both trusted and untrusted) and 3rd Party Service providers access NGN service stratum capabilities and resources through servers and /or gateways in the service stratum.
6.1. Transport stratum functions
Transport stratum functions provide the connectivity for all components and physically separated functions within the NGN. Transport stratum is divided into Access Networks and Core Network, with a function linking the two transport network categories.
6.1.1. Access functions

The Access network functions take care of the customer access to the network. The provided functions are the Network Access Attachment functions (NAAF), the transport of information (voice, data…) throughout its domain (Access Transport functions), the Resource and Admission Control in its domain (the Access RAC functions in RACF), mobility management functions. The access network functions are access technology dependent: e.g. for W-CDMA technology and xDSL access. The access networks include functions related to:

1) Cable access
2) DSL technology
3) Wireless technology
4) Ethernet technology

5) Optical access

6.1.2. Access transport functions

These functions are responsible for the transport of information across the access network.
These functions also perform QoS control mechanisms dealing directly with the user traffic, including buffer management, queuing and scheduling, packet filtering, traffic classification, marking, policing and shaping. 
6.1.3. Edge functions

The Edge functions are used for media and traffic processing when access traffic is merged into the core network, such as functions related to support of QoS and traffic control.
6.1.4. Network attachment control functions
The Network Attachment Control functions provide registration at access level and initialization of End-user functions for accessing to the NGN services. The functions provide network level identification/authentication, manage the IP address space of the Access Network and authenticate access sessions. The functions also announce the contact point of the NGN Service/Applications functions to the end user. 
The Network Attachment Control Functions provide the following functionalities:

•
Dynamic provision of IP address and other user equipment configuration parameters.

•
User authentication, prior or during the IP address allocation procedure.

•
Authorisation of network access, based on user profile.

•
Access network configuration, based on user profile.

•
Location management, taking place at the IP layer.

6.1.5. Core transport functions

These functions are responsible for ensuring information transport throughout the core network. They provide the means to differentiate the quality of transport in the network based on interactions with the Transport Control Functions described in Section 6.1.7.
These functions also performs QoS mechanisms dealing with the user traffic directly, including buffer management, queuing and scheduling, packet filtering, traffic classification, marking, policing and shaping, gate control, firewall. 
6.1.6. Gateway functions

The Gateway functions provide the capabilities to interwork with other networks including many existing networks, such as the PSTN/ISDN, the Public Internet, etc.

The NNI to other networks applies to both the control level and the transport level, including border gateways. Interactions between the control and transport level may take place, directly or through the Transport control functionality.
6.1.7. Transport control functions

These functions include for resource and admission control, NAT control and Firewall control over all transport functions.  

The resource and admission control functions (RACF) provide admission control and gate control functionalities (including the control of NAPT [Network Address & Port Translation] and DSCP [Differentiated Services Field Codepoints (from RFC 2474)] marking).  Admission control involves checking authentication based on user profiles through the network attachment control functions.  It also involves authorisation based on user profiles through the transport control functions taking into account operator specific policy rules and resource availability. Checking resource availability implies that the admission control function verifies whether the requested resources, (e.g., bandwidth) are compatible with both the subscribed resource and the amount of resource already used by the same user on the same access, and possibly other users sharing the same resources. The Resource and Admission Control functions are specified further in [TR-RACF].[Editor’s note at 04/2005] The above description is preliminary input material for the alignment with WG3 document.

6.1.8. Media handling functions

The series of functions are the media resource processing for the services providing, such as generation of tone signal and trans-coding etc.
6.1.9. Transport user profile functions

This functional block represents the compilation of user and other control data into a single "User Profile" function in Transport Stratum. This function may be specified and realised as a set of co-operating databases with functionality residing in any part of the NGN.
[]

6.2. Service stratum functions
The Service stratum functions provide session-based and non-session-based services such as Subscribe/Notify for Presence information and the Message method for message exchange.
These functions also provide all of the network functionality associated with existing PSTN/ISDN services/capabilities and interfaces to legacy customer equipment.

Other service capabilities may provide NGN services as defined in the NGN Services & Capabilities TR. These may include, for example, multimedia multicast or broadcast services or push services.

6.2.1. Service and control functions

The service and control functions include the session control functions, registration function, the authentication, authorization functions at the service level. It can include functions controlling media resources, i.e. specialized resources.
6.2.2. Service user profile functions

The service user profile functions represent the compilation of user and other control data into a single "User Profile" function in Service Stratum. This function may be specified and realised as a set of co-operating databases with functionality residing in any part of the NGN.
6.2.3. Application functions
These include a series of functions that are used for providing applications.
The Application Functions provide an interface to End-user functions (e.g., in the case of 3rd Party call control for Click to Call service).

6.3. Network Management Functions
Support for Network Management is fundamental to the operation of the NGN. These functions provide the NGN operator with the ability to manage the network in order to provide NGN services with the expected quality security and reliability.

These functions are allocated in a distributed manner to each Functional Entity and interact with NE management, Network management, and Service management FEs.

These functions include the charging and billing functions.  These interact with each other in the NGN to collect accounting information in order to provide the NGN operator with the appropriate resource utilization data allowing the operator to properly bill the users of the system. 

6.4. End-user functions

Interfaces to the end user are both physical and functional (control) interfaces, and both are shown in the Figure 1. No assumptions are made about the diverse customer interfaces and customer networks that may be connected to the NGN access network. All categories of customer equipment are supported in the NGN, from single-line legacy telephones to complex corporate networks. End-user equipment may be both mobile and fixed.
6.5. Mobility in NGN Architecture
The NGN architecture supports the capability to provide mobility within and between its various access network types and mobility technologies. This mobility may be supported at various levels in the NGN architecture starting with service level mobility at the top and ending with the radio level mobility at the bottom. In later sections, detailed description of the functions supporting these mobility aspects of the NGN are incorporated in various functional entities in the NGN architecture and are described in more detail in Section 7. 
6.5.1. Service Level Mobility

Service level mobility is the mobility of users across service domains in NGN. This might be within a single NGN or across NGNs. Service level mobility might, for example, exploit the “E.164 to SIP-URI” address resolution capability. This way, service level mobility can be provided when a user is roaming between different administrative domains, which would necessitate inter-domain mobility at session control level.

6.5.2. Inter-Access Network Level Mobility

Inter-access network mobility is related to the possibility for a user to roam within domains, across different access technologies, using various network mobility technologies such as Mobile IP or MAP.

6.5.3. Intra-Access Level Mobility (Wide Area)

The “Wide Area Intra-access” level mobility refers to mobility within an access network or between common technology access networks in an NGN. The user mobility in this level is provided by the access network technology. For example, mobility at this level might be provided by GPRS roaming technology for movement between SGSNs within a GGSN. 

6.5.4. Intra-Access Network Level Mobility (Local Area)

The “Local Area Intra-access network” level mobility refers to the mobility of users within a particular access technology, and generally within a limited geographic area. This might be, but handled at or above the radio resource control layer.

7. Functional architecture
This section describes the general functional architecture for the NGN based on its functional entities.  In general, a functional entity is characterised by functions identified to be sufficiently unique from other functional entities.  Since one of the aims of the NGN is to provide a wide variety of services, the functional architecture makes use of existing technologies.  Thus, some NGN FEs may correspond to FEs used in more than one existing technology. It is therefore possible for these FEs to be used in a different manner depending on the context.  In this section, such FEs are described in a general enough manner to allow for minor differences.  Even at a particular interface between the same FEs, the interface and the associate protocols may be different.  The exact interface associated with the protocol will be described in accordance with each instantiation of functional architecture in Section 8.  In different customized architectures certain generic functional entities are identified by a common terminology, but should be carefully distinguished depending on the specific context in which they are used.

7.1. Generalized functional architecture

The generic NGN functional architecture provides support for both session-based and non-session-based services as is described in Figure 2, since the NGN is expected to provide functionality for all envisaged services over packet based networks. 

Some functions may be common to both categories of services, such as, for example, Media Resource Control Functions (MRCF) or RACF.

In the Transport Layer, it is anticipated that most of the functions will be common to both session and non-session based services, although it is assumed that some NGN implementations may not utilize all the transport functions. For example, some gateway functions may not be involved in support of such services.
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Figure 2: NGN functional architecture
[Editor’s note at 04/2005] Terminal Functions might be replaced with End-user Functions according to the suggestion by SG4.  This applies to Sections 6, 7, and 8.  It still needs further study whether “End-user functions” covers both terminal and CPN.

[Editor’s note at 04/2005] S-12 is not yet shown in Figure 2.  Media and signalling paths should be indicated differently.

[Editor’s note at 04/2005] Alignment of Figure 2 with the following figures in section 7.1 and 7.2 will be done by editors.

In this functional architecture figure some functional entities include functions relating to more than one stratum. For instance, in the transport stratum most functions terminate protocols up to the IP layer. On the other hand, the service stratum includes functions which terminate protocols at the service and control layer in addition to the IP layer. Therefore, attention needs to be paid to which layer is addressed by each relationship between functional entities.

For instance, there are several relationships between End-user functions and the Transport Stratum. For example there are IP based relationships and analogue POTS/ISDN relationships related to bearer transport, and there are also some signalling relationships.) The relationships between End-user Functions and the service functions represent service protocol layer relationships. The relationship to the application functions represents application layer protocol relationships.
7.2. Functional entity descriptions
7.2.1. Transport Processing functional entities
Figure aaa shows the transport processing functional entities
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Figure aaa Transport Processing functional entities

7.2.1.1. T-1
Packet Transport Functional Entity (PT-FE)

The Packet Transport Functional Entity (PT-FE) transfers user, control and management information transparently through the NGN using packet-based transport.

Note: No assumptions are made about either on the technologies to be used or on the internal structure, e.g., core transport network / access transport network.

7.2.1.2. T-2
Packet Gateway Functional Entity (PG-FE)

[Editor’s note at 03/2005] Allocation of the following function to the PG-FE needs further study: PG-FE may perform media conversion under the control of PGC-FE.

[Editor’s note at 03/2005] NAPT functions and firewall functions may be a part of this FE.
The Packet Gateway Functional Entity (PG-FE) is responsible for packet interworking between multiple administration domains. It enables for the masking of one domain from another, it should supports:

1) Inter-Domain media conversion under the control of PGC-FE(e.g. G.711 and AMR, T.38 and G.711)

2) Inter-Domain NAPT functions and firewall functions

3) Inter-Domain IPv4/IPv6 conversion

4) Inter-Domain Traffic Monitoring and Shaping and QoS Marking
5) Inter-Domain Media Encryption
6) Inter-Domain Fax/Modem processing 

7.2.1.3. T-3
Transport Network Access Processing Functional Entity (TAP-FE)
The Transport Network Access Processing Functional Entity (TAP-FE) has is responsibility for media- related processing, such as firewall functions, and NAPT functions, etc at in Network Access.  It works under the control of NAC-FE (Network Access Control FE).
7.2.1.4. T-4
Access Media Gateway Functional Entity (AMG-FE)

The Access Media Gateway Functional Entity (AMG-FE) provides interworking between the packet-based transport used in the NGN and the analogue lines or ISDN accesses. It:

a) It provides bi-directional media processing functions of user plane traffic between PSTN/ISDN and NGN under the control of AGC-FE ;( see 7.2.2.7).
b) It provides adequate transferring functions of PSTN/ISDN user call control signalling to AGC-FE for processing. 
c) It optionally supports bearer control and payload processing functions (e.g., codec and echo canceller).
7.2.1.5. T-5
Trunk Media Gateway Functional Entity (TMG-FE)

a) The Trunk Media Gateway Functional Entity (TMG-FE) provides interworking between the packet-based transport used in the NGN and trunk lines from the circuit switched network.  It is under the control of the MGC-FE; 

b) It may support payload processing (e.g. codec, echo canceller, conference bridge).
7.2.1.6. T-6
Traffic Measurement Functional Entity (TM-FE)

The Traffic Measurement Functional Entity (TM-FE) generates traffic and statistic data for management and accounting purposes.
7.2.1.7. T-7
Media Resource Processing Functional Entity (MRP-FE)

The Media Resource Processing Functional Entity (MRP-FE) provides payload processing of packets used in the NGN.
a) It allocates specialized resource (such as announcement server, notification tone, and voice recognition resource, voice menu and conference resources etc.);

b) It provides media mixing functions under the control of the MRC-FE.

c) It receives and generates DTMF signal

d) It generates tone signal

e) It generates announcements 

f) It provides trans-coding, text to speech, video mixing, conference bridge, data conference, fax, voice and video recording, voice recognition.

7.2.1.8. T-8
Transport Policy Enforcement Functional Entity (TPE-FE)
The Transport Policy Enforcement Functional Entity (TPE-FE) has the responsibility for transport processing functions under the control of TRC-FE, such as link negotiation/establish, packet forwarding and QoS procedures (packet marking, resource establishment and release, resource reservation, queuing management…) etc.

7.2.1.9. T-9 Access Border Gateway FE (ABG-FE)

The Access Border Gateway is a packet to packet gateway located on the border of access and core network. The Access Packet Gateway performs both border policy enforcement functions and NA (P) T functionality under control of the Session Control Proxy FE. The border policy enforcement functions are QoS marking, bandwidth limiting, usage metering and dynamic gate control function that can block individual flows or allow authorized flows to pass.
7.2.2. Transport Control functional entities
Figure bbb shows the Transport Control relative functional entities
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Figure bbb Transport Control Relative functional entities

7.2.2.1. T-13
Access Relay Functional Entity (AR-FE)

The Access Relay Functional Entity (AR-FE) is a relay between end-user equipment and the NAC-FE that inserts local pre-configuration information when necessary.
7.2.2.2. T-14
Signalling Gateway Functional Entity (SG-FE)

The Signalling Gateway Functional Entity (SG-FE) is responsible for signalling transport interworking between NGN and existing networks such as PSTN, ISDN, IN network, and Signalling System No.7.
7.2.2.3. T-15
Policy Decision Functional Entity (PDFE)

The Mediation Functional Entity (TM-FE) manages and controls the policy and resource of transport stratum. It:

a) collects network resource and maintenance status information;

b) Interacts with NAP-FE and TPE-FE for transport resource allocation and control, such as port, link, bandwidth, and access list.

In addition, the following mobility aspects are supported.

f) Route optimization function:

- It should be possible to select the proper routing paths between the traffic originating node and the traffic receiving node according to the traffic contract and the overall network traffic condition after movement. 

- The selected routing paths should be able to keep the specific QoS levels, or more, after movement, where possible.

- It should be possible to use both static and dynamic routing schemes.

- Route optimization should be able to include alternate paths to cope with routing path failures (e.g., by pre-assigned routing table or dynamic algorithm for path calculation).

- Exchanged routing information should include QoS and other parameters for internetworking situations.

d) Switching function 

- The function that performs a routing or a path management.
- This function may be used when the change of a route or a path to transmit packets is needed.

- This function may support routing optimization.

- This function may include a local switching function.

- The local switching function performs a routing or a path management within a region

- Where, the region is covered by a system, which is responsible for the mobility.

- This function may support the regional mobility.
 [Editor’s note at 03/2005] This Functional entity may be separated in two FEs since WG3 distinguishes between TRCF and PDF.

[Editor’s note at 03/2005] NAPF already interacts with NACF. If it has to interact also with TRPCF then clear distinction in the NAPF definition should be given between the functions that interact with NACF and the ones that interact with TRPCF? An alternative solution would be to try to avoid the interaction between TRPCF and NAPF (possibly by reducing NAPF functions to the ones control by NACF). [Now refer to the interface Itt2]

7.2.2.4. T-16
Transport Authentication and Authorisation Functional Entity (TAA-FE)
The Transport Authentication and Authorisation Functional Entity (TAA-FE) provides authentication and authorization functions at in the transport stratum. 

The detailed functions are as follows:

a) The MM protocols shall need to specify how the users/terminals are identified in the networks or MM systems. The identification function is the first step in the mobility management process and is used for authentication, authorization, and accounting (AAA) of users/terminals.

b) Support of for commonly used Authentication, Authorization and Accounting (AAA), and security schemes.

· The MM functions are required to cooperate with commonly used AAA and security schemes to be authenticated, authorized, accounted and secured for the services.

7.2.2.5. T-17
Network Access Control Functional Entity (NAC-FE)

The Network Access Control Functional Entity (NAC-FE) controls NAP-FE.  It controls:
a) controls firewall policy; 

b) controls Network Address and Port Translation (NAPT) policy;  
c) security policy; and
d) address allocation, and session admission according to the user profile and status of required resources.
In addition, the following mobility aspects are supported.

e) IP address allocation and management functions

These concerns both permanent and temporary IP addresses. Some solutions enable let a user to keep a permanent IP address by requiring a specific mobility management scheme to handle a local IP address granted to the user (e.g., Mobile IP).

Address management server function

A function that performed by a node in a network except for a moving network performs. 
The network node, which can perform the address management server function, replies for to the address-related request by using this function. 
This function should maintain both permanent and temporary addresses, and their mapping relation.

g) a global access network configuration adapted to the mobile user, including a global set of QoS levels for user connections determined from the user's subscription and the technical capabilities and constraints of the access network.

Network information advertisement function

-
This is a function that an access node, which should play a role of information distributor, uses to advertise some network information. 
-
Network information may be used for new address, network location and/or geographical location, and so on. 
-
This function may act periodically, or it can be performed when a mobile object wants network information or it is needed.

Note: Address allocation may be included in the Authentication and Authorisation Function.

7.2.2.6.  T-18
Transport User Profile Functional Entity (TUP-FE)

TBD

7.2.2.7. T-19
Access TRCF

TBD

7.2.2.8. T-20
Core TRCF

TBD

7.2.2.9. T-21
Interworking TRCF

TBD

7.2.2.10. T-a
Mobility Management

Regional mobility management: 
- A user belongs to a region, and a single MM sub-system generally covers the region for the user’s mobility. If the user changes its location or causes any mobility- related operation, the sub-system covering the region, including old and new locations, should be responsible for the mobility, not the whole MM system. That is, the mobility management MM functions should be completed only within that region.
- Other regions, which are not covered by the sub-system, shall not be aware of the change of location.
- This requirement results in reduced mobility management resource activation.
- The function that performs MM mobility management regionally.

- This function manages and controls binding information, the mapping relation of permanent and temporary address, regionally. 
Here, the region is covered by a system, which is responsible for the mobility.

- The system covering a region for supporting mobility may perform registration function regionally. That is, the system is responsible for the registration as well as the mobility in its region, but it makes it unknown that the unaware of movement or location changes has that has occurred.
Note: Refer to a note described in Section 6.5.

7.2.2.11. T-b
Mobility Multicast management functions

a)
The function to establish multiple paths or multiple routes toward one or more destinations.

b)
When a mobile object changes its location and it resides within an overlapped region, packets for the mobile objects are multicast toward both the previous access point and the next access point according to the movement by using this function. So, this function can be similar to the soft handover of GSM or CDMA, and this function it can support seamless handover.

c)
For this function, an anchor point (or node) should be able to be decided, which is a crossover point on the path to transmit packets.

d)
Multicast Multicasting function may be performed at an intermediate node.

e)
Its management may be performed in the border node.

f)
•
Multicast transmission capability for seamless handover

-
Multicast transmission towards both departure and arrival locations of the user’s movement (areas) should be possible. Editor’s note: clarification required.

-
This requirements can result in making make seamless handover possible.

-
The Anchor Point (Node) should be selected (crossover point on the traffic forwarding path). Editor’s note: clarification required.

-
The Anchor Point can multicast the traffic packets toward two regions, previous and next regions created by movement, during the residence time or more longer of the moving ones in the overlapped region for seamless mobility. Editor’s note: text to be reworded.
Note: Refer to a note described in Section 6.5.
7.2.2.12. T-c
Mobility Support Functional Entity (MBS-FE)

The Mobility Support Functional Entity (MSF) provides user and terminal mobility where applicable. 
a) Paging function (capability)

b) The paging capability is needed for to set up of incoming calls and it provides the power saving in mobile terminals, as well as the signalling reduction in the networks. In particular, the paging capability needs to be provided together with the location management.

Paging function

The location of a particular mobile user, a mobile terminal, or a mobile network can be found via this function. 

It may be used when a node tries to find the location of any other mobile node, this function may be used.

This function may use a domain name server (DNS), which has a mapping relationship between host name and address.
c) User environment management functions (Virtual Home Environment:, VHE) 

· This environment determines the global constraints placed on a mobile user to get his services. The purpose of this function is to give an abstract view of the main characteristics of the user environment characteristics. This data may be used by services in order to adapt to and provide relevant services rendering to mobile users.

· This function is of major importance in a heterogeneous environment, and appears quite new. Homogeneous systems (e.g., xDSL, etc.) do not require such environmental data per se because they are implicitly the same for all users. In the case of a broadband network environment like the NGN, this will no longer be true for mobile users.

· This function realizes achieves at the first stage of Virtual Home Environment (VHE), determining the characteristics of the user environment and enabling services to adapt to the current user environment. When a mobile user moves across different networks, proactive network knowledge of the user environment information of the session to be re-established, such as QoS, security, AAA, compression type, might be necessary to reduce the latency of the session re-establishment. The use of proper user environment functions could reduce the overhead in the servers which that support QoS, security, AAA and so on.

d) Interworking of Mobility Management (MM) functions (see 7.2.1.15) used in the various network topology-based mobility scenarios.

e) Support for Moving Networks
In addition to moving users and terminals, NGN is envisioned to support moving networks. Typical examples of moving networks are networks inside buses, trains, ships, airplanes and so on. The MM architecture should support moving networks effectively.

Note: There may be technologies in use that do not allow for mobility or where a major service impact may happen during switch over.

Note: Refer to a note described in Section 6.5.

[Editor's Note]: Consistency with Y.NGN-MOB should be confirmed.

[Editor’s note at 03/2005] Whether this FE is a FE or functions needs further study. 
7.2.3. Session and call control functional entities 
[Editor’s Notes 28th April 2005] The ID-597 proposed to introduce a new FE “Multimedia Service FE”, for lack of complete agreement, this is not reflected in the separated figure.

Figure ccc shows the service stratum functional entities.
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Figure ccc: Service Stratum Functional Entities
7.2.3.1. S-1
Session Control Functional Entity (SC-FE)

The Session Control Functional Entity (SC-FE) handles functionality related to session control, e.g., session setup, modification and teardown. 

a) It interacts with AS-FE to trigger the requested service;

b) It processes the request from the user (and the terminal) for registration;

d) It can gain inter-domain users’ location information from UP-FE via SAA-FE;

In addition, it provides a registration server function that:
a) Can be used when the network node performing registration server function receives a registration request from a client. If necessary, the function should also be performed by the network node without registration request for registration update.

b) It provides location data (e.g., network access point) which is normally used by network functions (e.g., for incoming traffic routing). Geographic location management provides location data that is normally used by services and applications (e.g., zip code for local services, such as "closest restaurant and movie theatres").The location information of particular users should be concealed from non-trusted entities. 

In order to supporting the mobility of user terminals, the locations of user terminals are tracked and maintained by the location management function. 
7.2.3.2. S-2
Service User Profile Functional Entity (SUP-FE)

The Service User Profile Functional Entity (SUP-FE) is responsible for storing of user profile and subscriber-related location data and presence.

a) The SUP-FE performs basic data management and maintenance functions;

•
User profile management functions

These functions are based on some data either "user subscription data" or "network data" (e.g., current network access point and network location). The storage and update of this data are handled by the user profile management functions.

A user profile shall be provided in support of: 

· authentication

· authorization

· service subscription information

· subscriber mobility

· location

· charging

The user profile may be stored in one database or separated in several databases. 

NOTE: Access to the user profile data or parts of it within the user’s home NGN, from serving NGNs or 3rd party networks (e.g. application servers) needs to be achieved via open interface.

It is therefore required to determine exactly the data and the functions (other than mobility management functions) that process the data.

2) The SUP-FE is responsible for the responses to query for user profile;

a) Access to user data 

–
Services and other network functions require some user data in order to be appropriately customized. This can be either "user subscription data" or "network data". This function provides filtered access to the user data, which may be restricted to some interrogating entities (restricted rights to access user data), in order to guarantee user data privacy.

b) This function is necessary for VHE, as described above. It may also be used for support of commonly used Authentication, Authorization and Accounting (AAA), as well as security schemes. The MM functions are required to cooperate with commonly used AAA and security schemes to be authenticated, authorized, accounted as well as secured for the services. 
c) Interworking of MM functions used in the various network topology-based mobility scenarios.

7.2.3.3. S-3
Service Authentication and Authorization Functional Entity (SAA-FE)
The Service Authentication and Authorisation Functional Entity (SAA-FE) provides authentication and authorization in the service stratum. 

1) It ensures that the end-user has valid utilization rights for the requested service
2) It performs policy controls at the service level using policy rules contained in a user profile database.
3) The definition of such functions should consider existing identification and authentication mechanisms in current networks, in order to avoid duplication of control mechanisms from the user’s point of view. The MM protocols shall need to specify how the users/terminals are identified in the networks or MM systems. The identification function is the first step in the mobility management process and is used for authentication, authorization and accounting of users/terminals.

4) The result of the authorization function is a yes/no response to a user connection request. In a following step, a response is sent to a global access network configuration adapted to the user, including a set of QoS levels for user connections determined from the user's subscription.
7.2.3.4. S-4
Media Resource Control Functional Entity (MRC-FE)
The Media Resource Control Functional Entity (MRC-FE) controls MRP-FE and allocates resources which are needed for services such as streaming, announcements, Interactive Voice Response (IVR) support.
7.2.3.5. S-5
Media Gateway Control Functional Entity (MGC-FE)
The Media Gateway Control Functional Entity (MGC-FE) controls the TMG-FE to interwork with PSTN/ISDN.  
7.2.3.6. S-6
Packet Gateway Control Functional Entity (PGC-FE)
The Packet Gateway Control Functional Entity (PGC-FE) controls Packet Gateway Functional Entities (PG-FE) to interwork with other packet-based network. 

1) Inter-Domain network topology hiding

2) Controlling PG-FE to implement processing based on session. (E.g. media conversion and NA(P)T).

3) Inter-Domain Protocol Repair  
4) Inter-Domain charging 

7.2.3.7. S-7
Access Gateway Control Functional Entity (AGC-FE)
The Access Gateway Control Functional Entity (AGC-FE) controls one or more AMG-FEs to access PSTN or ISDN users and handle the registration, authentication and security of the AMGF to the AGCF; It:

a) provides signalling translation and conversion between up-link and down-links or between SIP and H.248 based control
;

b) may initiate and terminate UNI protocols in order to provide ISDN supplementary services;

c) Forwards the session control flow to SC-FE;
7.2.3.8. S-8
Session Control Proxy Functional Entity (SCP-FE)
The Session Control Proxy Functional Entity (SCP-FE) acts as the contact point for session services and with user service access control. It:

a) will proxy or relay session packets to SC-FE according to the service requirements;

b) interact with resource control when no explicit signalling (i.e. QoS Signalling) is available and application-specific intelligence is required to derive resource control commands from application signalling.  
c) Supports network topology hiding;

d) Supports the network address hiding: requests address mapping information and modifies the addresses and/or Ports contained in the message body of application signalling messages based on the address binding information provided by RACF at the border of an access and core network and of NGN core networks.

e) Supports the NAT traversal: interacts with transport resources, through the resource and admission control function for providing hosted NAT traversal function for far end (remote) NAT as needed.
7.2.3.9. S-9
Breakout Gateway Control Function (BGCF)

The Breakout Gateway Control Function selects the network in which PSTN breakout is to occur and selects the MGCF.
7.2.3.10. S-10
Subscription Locator Function (SLF)

The Subscription Locator Function is queried by the CSCF, ASF and AGF to obtain the location of the database for the required subscriber. 
7.2.3.11. 
S-11
Interrogating Session Control Functional Entity (ISC-FE)

7.2.3.12. S-12
Signalling Interworking Function (SIWF)

The Signalling Interworking Function Entities has the responsibility for the interworking and the information screening functions for different types of application signalling at the subscriber level (access-to-core) and the trunk level (inter-operator), which can be located at the border of access and core networks for the subscriber level signalling interworking and at the border of core networks for the trunk level signalling interworking.
7.2.3.13. S-13
Multimedia Services Functional Entity (MS-FE)

The generic NGN functional architecture also provides support for non-session based services, since the NGN is expected to provide a platform for all envisaged services over packet based networks. 

Some functions may be common to both categories of services, such as, for example, Media Resource Control Functions (MRCF) or RACF.

In the Transport Layer, it is anticipated that most of the functions will be common to both non-session and session based services, although it is assumed that some NGN implementations may not utilize all the transport functions. For example, some gateway functions may not be involved in support of such services.
7.2.3.14. A-1
Application Server Functional Entity (AS-FE)
The Application Server Functional Entity (AS-FE) provides service control for session based services by interacting with the SC-FE. It:

a) provides services to the NGN terminal function;  

b) Application specific authorization and authentication;

[Editor's Note]: Further description is required. 
7.2.3.15. A-2
Application Service Gateway Functional Entity (AGW-FE)
The Application Service Gateway Functional Entity (AGW-FE) serves as interworking entity between the SC-FE and AP-FE that do not directly support the application layer reference point from the session/control function. It:

a) it may provide an open interface (e.g.) for third-party application service providers.
[Editor's Note]: The third-party application service provider needs to be clarified.

7.2.4. Resource and Admission Control Functions (RACF)

Figure 7.2 shows the generic RACS functional architecture.
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Figure 7.2:  Generic RACF functional architecture

Application Functions supporting different NGN service interact with the RACF to provide capabilities for control of NGN transport resource, including QoS control and NAPT/FW traversal control. 

The CPE interacts with Application Functions and Transport Functions for QoS request initiation and negotiation.

The RACF interacts with Transport Functions to control one or more of following functionalities in the transport layer: packet filtering; traffic classification, marking and policing; bandwidth reservation and allocation; network address and port number translation; Anti-spoofing of IP addresses; NAPT/FW traversal; and usage metering.

The RACF interacts with Network Access Attachment Functions (NAAF, including network access registration, authentication and authorization, parameters configuration) to check user profiles and Service Level Agreement (SLA) held by them.

For NGN services involving multiple providers or operators, Application Functions, RACF and Transport Functions may interact with the corresponding functions in other packet networks.

NOTES: The details and other aspects of the Resource and Admission Control Function are specified in [TR-RACF].
7.2.5. Charging and Billing Functional entities

The charging and billing functions (CBF) described in this section are meant to represent a generalized architecture to support an operator's need to collect and process information, such that customers can be charged for services provided. The details on this collection of entities are provided in other documents [X].
The charging and billing functional entities provide accounting data to the network operator regarding the utilization of resources in the network. The CBF supports the collection of data for later processing (offline charging), as well as near-real time interactions with applications such as for pre-paid services (online charging). 
The Charging and billing Functional Entities includes functions: Charging Trigger Functions (CTF), Online Charging Functions (OCF), and Offline Charging Functions (OCF).

Figure X shows the functional entities that comprise the CBF.
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Figure X: Charging and Billing Functions

7.2.5.1. Charging Trigger Function

The Charging Trigger Function (CTF) generates charging events based on the observation of network resource usage. In every network and service element that provides charging information, the CTF is the focal point for collecting the information pertaining to chargeable events within the network element, assembling this information into matching charging events, and sending these charging events towards the Charging Collection Function. The CTF is therefore a necessary component in all network elements that provide offline-charging functionality.

The CTF also creates the charging events used for online charging. While the accounting metrics used in online charging are generally the same as in offline charging (i.e. the charging mechanism is transparent to the accounting metrics collection), various functional enhancements concerning the accounting data forwarding are required in the CTF in order to support online charging.

The information collected for, and included in, the online charging events is not necessarily identical to the offline charging case (i.e. the chargeable events may not necessarily be identical to those observed in offline charging). The charging events are forwarded to the Online Charging Function (OCF) in order to obtain authorisation for the chargeable event or network resource usage requested by the user. It must be able to delay the actual resource usage until permission by the OCS has been granted. The CTF must be able to track the availability of resource usage permission (“quota supervision”) during the network resource usage. It must also be able to enforce termination of the end user’s network resource usage when permission by the OCS is not granted or expires.
NOTE: The specific entities that contain charging trigger functionality are not defined in this document.
7.2.5.2. Charging Collection Function (CCF)
The Charging Collection Function (CCF) receives charging events from the Charging Trigger Function (CTF). It then uses the information contained in the charging events to construct Charging Data Records (CDRs). The results of the CCF tasks are CDRs with a well-defined content and format. The CDRs are later transferred to the billing domain. 
CCF can be further defined as Charging Data Function (CDF) and Charging Gateway Function (CGF). The Charging Data Function receives charging events from the Charging Trigger Function. It then uses the information contained in the charging events to construct CDRs. Charging Gateway Function acts as a gateway between network and the billing domain.
Interface inside CCF
-The Interface between CDF and CGF is for CDRs sent from CDF to CGF, and for acknowledging the CDRs returned from CGF to CDF.
Interface inside CBF

-To interact with the Charging Trigger Function to obtain charging event, information about content of charging data records and to interact with the Charging Trigger Function to acknowledge for charging events
Interface with functionalities other than CBF are used

1)To Interact with the Transport and Enforcement entity in transport layer to acquire information other than acquired from CTF, which includes forwarding information, link information, or transport enhanced service information QoS level, security, VPN etc.;

2) To interact with the Transport Measuring entity in transport layer to acquire information other than from CTF, such as traffic statistics data.

3) To interact with the Billing Domain to obtain authorization for the chargeable event/ network resource usage requested by the user.

Other Functions include the maintenance of the Charging Data Records.

7.2.5.3. Online Charging Function (OCF)
The OCF receives charging events from the CTF and executes in near real time to provide authorisation for the chargeable event or network resource usage requested by the user. The CTF must be able to delay the actual resource usage until permission by the OCF has been granted. The OCF provides a quota for resource usage, which must be tracked by the CTF. Subsequent interactions may result in an additional quota being provided based on the subscriber's account balance or may result in no additional quota being provided in which case the CTF must enforce termination of the end user’s network resource usage.

7.2.5.4. Rating Function (RF)
The Rating Function (RF) determines the value of the network resource usage (described in the charging event received by the OCF from the network) on behalf of the OCF. To this end, the OCF furnishes the necessary information to the RF, and receives the rating output.
7.2.5.5. Account Management Function (AMF)
The Account Management Function (AMF) stores the subscriber’s account balance within the online charging system.
7.2.6. Management functions
Management functions apply to the NGN service and NGN transport strata. For each of these strata they cover the following areas:

· Fault Management;

· Configuration Management;

· Accounting Management;

· Performance Management;

· Security Management.

Further details of the management functions including the division of the function into administrative domains can be found in Y.NGN-management.
8. Transport and Service configuration of NGN
This section introduces multiple configurations of the NGN functional architecture derived from the generic functional model specified in Section 7.  Since one of the aims of the NGN is to provide a wide variety of services, the functional architecture makes use of existing technologies.  Thus, some NGN FEs may be represented by FEs used in existing technologies which may support only some of the functions of the NGN FE. It is therefore possible for these FEs to be used in a different manner depending on the context.  An NGN configuration in this section refers to such a context.  In this section, multiple configurations are described using the service and control functions in the service stratum and access transport functions in the transport stratum.  The exact functionality and interface associated with each FE and reference point in these configurations is described in other documents specifically covering each configuration.
[image: image15.wmf]Transport stratum

Service stratum

Other

networks

Control

Media

NNI

UNI

Core Transport

functions

Other

networks

End

-

User

F

unctions

Management Functions

Service

s

Control

Management

Service

User

Profile

Functions

Service

User

Profile

Functions

Application 

F

unctions

Media

H

andling

F

unctions

Network 

Attachment 

Control Function

s

Network 

Attachment 

Control Function

s

T

ransport

User 

Profile 

Functions

T

ransport

User 

Profile 

Functions

Access

F

unctions

Access

F

unctions

Access

Transport

functions

Access

Transport

F

unctions

Access

Transport

functions

Access

Transport

F

unctions

Edge

F

unctions

Edge

F

unctions

Transport Control 

Function

s

Transport Control 

Function

s

Core Transport

F

unctions

Core Transport

F

unctions

Gateway

F

unctions

Service and 

C

ontrol

Functions

Service and 

C

ontrol

Functions

Figure 3 - Transport and Service configuration of NGN

[Editor’s note at 04/2005] According to the Release 1 scope, streaming component should be shown by solid line.

The representation shown above makes extensive use of colour to group related aspects of service delivery. Service delivery and control are represented by components, and intend to collate related control functions. Wide variety of services is supported in the NGN by applications functions.
The service components are related to each other and may contain common or shared functionality. No assumptions should be made concerning their representation as separate components in the figure.  

Figure 3 shows several NGN service and transport configurations.  In release 1, three configurations are identified in the Service stratum: IP multimedia service, PSTN/ISDN emulation service and Streaming service configurations.  Regarding the transport stratum, multiple configurations are represented in the access transport area.  Other NGN components such as the Network Access Attachment Functions (NAAF), Resource and Admission Control Functions (RACF), and User Profile functions are common to all configurations.

A particular link between boxes and clouds shows possible linkage between the boxes and clouds.
The IP multimedia component (orange) makes use of IMS specifications with the adaptation to fixed-network accesses (mid-green).  PSTN/ISDN emulation service is also provided by the component.

The PSTN/ISDN Emulation component (fluorescent green) provides all of the network functionality associated with supporting existing services to legacy customer interfaces and equipment

Physical transport networks provide the connectivity for all components and physically separated functions within the NGN. Transport is divided into Access Networks and Core Network, with a Border Gateway linking the two transport network categories.  IP-connectivity is provided to the NGN customer equipment by the transport functions, under the control of the network attachment subsystem and the resource and admission control functionality.

In the Transport stratum, multiple configurations are possible in access transport functions. 
The figure represents the compilation of user and other service control related data into "User Profile" functions. This function may be specified and realised as a set of co-operating databases with functionality residing in any part of the NGN.
Customer interfaces are supported by both physical and functional (control) interfaces, and both are shown in the figure. No assumptions are made about the diverse customer interfaces and customer networks that may be connected to the NGN access network. All categories of customer equipment are supported in the NGN, from single-line legacy telephones to complex corporate networks. Customer equipment may be both mobile and fixed.

The NGN interface(s) to other networks includes many existing networks, such as the PSTN/ISDN, the Public Internet, etc. The NGN interfaces other networks both at the control level and at the transport level, using border gateways. Border gateways may involve media transcoding and bearer adaptation. Interactions between the control and transport level may take place, directly or through the RACS functionality.

8.1. Service specific configuration
8.1.1. IP Multimedia Service configuration

IP Multimedia Service utilises SIP-based control. The services may include multimedia session services, such as voice or video telephony or PSTN/ISDN simulation, and some non-session services, such as subscribe/notify for presence information and the message method for message exchange. In contrast to the Emulation configuration described in section 8.1.2 below, PSTN/ISDN Simulation refers to the provision of PSTN/ISDN-like services to advanced terminals such as IP-phones.  In addition, the IP Multimedia service configuration supports the mobility requirements of release 1.

The IP Multimedia Service configuration is specified further in [FGNGN IFN].
8.1.2. PSTN/ISDN Emulation configuration
PSTN/ISDN Emulation refers to mimicking a PSTN/ISDN network in order to support a legacy terminal connected through a gateway to an IP network. All PSTN/ISDN services remain available and identical (i.e. with the same ergonomics); such that end users are unaware that they are not connected to a TDM-based PSTN/ISDN. 

By contrast, PSTN/ISDN Simulation refers to the provision of PSTN/ISDN-like services to advanced terminals such as IP-phones. The IP Multimedia Service configuration described in section 8.1.1 may provide such simulation services. PSTN/ISDN Emulation configuration will be specified further in a separate document.
8.1.3. Streaming services configuration
NGN may provide streaming services as defined in NGN release 1 scope document.  These may include, for example, content delivery services, multimedia multicast or broadcast services, and push services. 

The Streaming service configuration will be specified further in a separate document.
8.1.4. Other configuration to provide NGN services
Other NGN services are defined in NGN release 1 scope document.  These may include, for example, data retrieval applications, data communication services, online applications, sensor network services, remote control services and over-the-network device management.

The NGN service configurations used to provide such other NGN services will be specified further in a separate document.
8.2. Access network specific configuration

Because NGN supports several types of access networks, specific configurations of access transport functions exist in the transport stratum.  This includes fixed access with wire line, fixed access with wireless LAN, and cellular.

Access network configurations are specified in a separated document.
9. Appendix I: An example of network configuration of the NGN (from JRG)
Figure Appendix1.1 shows an example of network configuration consisting of a SIP proxy and bandwidth & resource manager to achieve end-to-end QoS by session admission control.

The user terminal, e.g., personal computer, is accommodated by the home gateway (HGW).  The HGW may also support the existing black phone to convert PSTN to IP packets.  In this model, the HGW terminates session control to open and close designated ports for real time media.  The HGW has a channel to communicate with the user terminal.  The HGW has another channel to communicate with the HGW manager inside the network.

Once the SIP proxy receives the outgoing SIP message, it interacts with the bandwidth & resource manager performing session admission control.

The bandwidth & resource manager controls the edge router to open the communication channel for media traffic, and may perform traffic enforcement such as policing and shaping.

In a recursive way, the lower network part may consist of lower-layer U/C/M planes.

Therefore, additional network configurations like this example should be considered. 
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Figure 1 Appendix 1 – Example of Network Configuration of the NGN

Appendix II: NGN Value Added Service Architecture
9.1. Introduction

[Editor’s note at 04/2005] It was commented that the material is more related to services than architecture. It was also identified that much of the material relates to requirements. There was no support for moving the text into the main body. Instead it was proposed that the contributions would be necessary to identify architectural aspects.
The application environment of the traditional intelligent network for value added services (VASs) was built upon the circuit switching network technology, hence has its characteristic limitations such as centralized SCP-based control, SS7-based signalling protocol, operator network’s embedded closed system, long and complicated standards update process, etc. The packet switching technology (especially the IP network) of the NGN as an end-to-end data transmission does not require a centralized standard Intelligent Network (IN) capability set(s) for offering value added services. This would limit the NGN from supporting a wide variety of value added services. This limitation would be a setback seriously restraining a converged network based on IP technology. The advantage of the NGN architecture is that only the service provider need be aware of the service, hence opening up the gate for creation and provisioning of a variety of new and innovative services that do not have to be standardized. The above mentioned characteristics have led the industry to adapt to a new service architecture that is suitable to the NGN environment. As shown in Figure 1 of Section 6, the block of “Application functions” in the “Service Stratum” is an enabling engine between the “Applications” block and the underlying network infrastructure block of NGN in the “Transport Stratum.” The “Application functions” block of Figure 1 consisting of VAS enablers and servers has an open standard interface to the NGN network from below and to various applications from above. It opens a VAS environment and offers a wealth of service enabling resources to the NGN users and terminal equipment. It also benefits from the capabilities and resources of the NGN infrastructure block. In sections to follow, the requirements to enable the NGN VAS architecture will be listed and its architecture within the context of Figure 1 will be further detailed.

9.2. Model of NGN VAS Architecture

The NGN service architecture in Figure 13.1 presents the adaptation of the three-block NGN architecture of Figure 1 in Section 5.1
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[Editor’s note at 04/2005] The figure needs alignment with Figure 1

Figure 13.1 NGN service architecture model

Figure 13.1 consists of three distinct domains of i.) “Applications & 3rd Parties”, ii.) “Service Enablers & Control functions” in the service stratum of NGN and iii.) the “NGN Infrastructure” that includes its resources and capabilities including transport stratum as well as certain services and control functions (e.g., capabilities such as Location Information, Charging Function, Security, etc.)” The third party service providers or the Application domain may break into two categories: those trusted by network/server providers and those that are not. The former may be network/server providers themselves, subordinate organizations or partners, while the latter may be independent service providers, whose access to southbound resources must be authenticated, controlled and filtered by the functions in the VAS Enablers & Servers.

Within the domain of OMA Service Environment (OSE), each VAS Enabler (or Server) functions as or represent a group of functions, which corresponds to one type of value added services, and executes corresponding service actions under the request of a third party. The same services may be realized on different networks, and thus the action of OSE servers is only related to services, instead of being specific to or dependent on lower layer networks. 

Specifically, the NGN VAS architecture model technically features the following:

a. Location transparency: With distributed computing technology, third party service providers can access from anywhere the relevant service servers of the VAS Enabler block, regardless of the actual physical location of such server.
b. Network transparency: With its agnostic and independent nature (from the underlying network infrastructure), the VAS Enabler and Server block executes upon third party service request the corresponding control process independent of the type of the specific network or the terminal equipment. 
c. Protocol transparency: It can be achieved by providing standardized protocol programming interface tools, realizing independent service control process, shielding complex network technical details to the VAS Enabler & Server block.
d. Independent of network providers: Numerous third party service providers on the top layer constitute the separated application service layer, where their functionality, technology, operation and management are all independent of their underlying enabler block and network infrastructure block. With security ensured, it may interface with the users directly and provide personalized services to users.
e. Independent of manufacturers: On the bottom layer, network equipment compliant to standard protocols may come from different manufacturers. With the open service environment they can form a multi-vendor application environment in the true sense, providing users with the best service in a competitive environment.
f. Underlying infrastructure agnostic: The NGN VAS architecture shall consist of functions that are agnostic of their underlying network infrastructure. Therefore, while all NGN network related specifications fall within the scope of ITU-T NGN FG, the NGN VAS architectural detail will be specified by organizations that are tasked to do so, e.g., OMA. Furthermore, NGN FG shall not define value added services.
g. Support of legacy capabilities and features: There shall not be any limiting impacts on the NGN IMS core as a result of this VAS proposal. On the contrary, the use of IMS capabilities such as Session Management, Authentication, Location, Charging Session-based services, etc. shall be supported. Furthermore, the IN influenced features of IMS such as triggers, filter criteria, service capability interaction manager, etc will be available through the abstraction of the IMS AS in the OSE. 
10. Appendix III: Examples of network configurations of the NGN

10.1. Configurations and Topology of the NGN

Along with new architecture and services, the NGN brings an additional level of complexity over existing fixed networks. The addition of support for multiple access technologies and for mobility results in the need to support a wide variety of network configurations. Figure x shows an NGN core network with a set of example access networks. In this figure, the core network is that part of the NGN which provides the telecommunications and/or multimedia services of the NGN to the user. It is distinguished from the access network(s) in that it provides common functions shared across one or more access networks. The NGN core network may be distinguished from other NGN core networks based on administrative needs or ownership. The access networks are distinguished form the core in that they do not provide end user services directly (other than transport). The access networks may be distinguished from each other based on aspects such as technology, ownership, or administrative needs.
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Figure X: NGN Core and Access Networks

In addition to the need to distinguish between NGN core and access networks, the NGN support for roaming introduces another configuration aspect, that of a home network from a visited (sometimes called serving) network. Figure Y shows a configuration involving an end to end NGN session. In this example User 1 is roaming outside of his home network domain and thus there is a need to distinguish between the home network and the visited network. User 2 in this case is in his home network. 

It should be noted that the concept of a home network is not necessarily tied to the geographic location of the residence or work place of the user. Rather it is based on the principle that an operator holds a subscription for the service being offered to the user. This operator is responsible for authorizing the user's access to the service and for billing the user for this access. It is possible for an entire service to be provided, for example, by the visited network but still have a separate home network operator that authorizes the service through an appropriate business arrangement with the visited operator. More typically in the NGN, the home operator will provide the service control for the user while the visited operator will provide only access related capabilities such as support for authentication, support for authorization, data integrity services, QoS support, etc.
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Figure Y: NGN Example of Home and Visited Networks

Figure Y also introduces the notion that multiple NGN core networks may interoperate to provide an end to end service to the user. In a simple case, an end to end session will have an originating and terminating core network. Depending on the operator's particular configuration and whether or not roaming is involved, there might be one or more separate access networks involved. In a more complex case, some visited core network capabilities may be used in a roaming situation. Figure Z shows such an example where User 1 is roaming outside of his home network and support for service such as location information or media transcoding, for example, is provided by the visited operator's NGN core network.
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Figure Z: NGN Example of Visited NGN core network support

Since, in many cases, the specific split of functionality between core and access networks, between home and visited networks, and between originating and terminating networks is based on operator business decisions, it is difficult to precisely define the attributes which make up each of these configuration elements. Rather than hard points of separation in the architecture, these aspects should be thought of as configurable topology elements that may be mixed and matched in many different ways. The specification of the NGN architecture should not place any limitations on the operator's freedom to deploy capabilities or to use the capabilities of other business partners.

10.2. Relationship between NGN and administrative domains 
The NGN network can be logically decomposed into different subnetworks, as shown in Figure 1. The emphasis on logical decomposition instead of physical decomposition is based on the fact that, in the future, physical equipment may have both features of the access network and the core network. A pure physical decomposition will encounter difficulties when the features are combined into a single network element.
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Figure 1 Major Components of NGN at the Network Level
The major components of a NGN network are as follows:

· Customer Network: A customer network can be a home network or an enterprise network. It is connected to the service provider’s network via an UNI (User to Network Interface). An UNI is also the demarcation point between the service provider and its user. A customer network may obtain its content service from

· the core network

· another instance of the customer network providing public services

· another instance of the customer network providing private services, with possible private addressing scheme.

· Access Network: Access network is to collect customer traffic from the customer network to the core network. The access network service provider is responsible for the access network. Access network can be further partitioned into different domains, with the intra-domain interface being termed as I-NNI (Internal Network to Network Interface) and inter-domain interface being termed as E-NNI (External Network to Network Interface). The access network belongs to the transport stratum

· Core Network: The core network belongs to both the transport stratum and service stratum. The core network service provider is responsible for the core network. The interface between the core network and the access network or between core networks can be I-NNI (if being partitioned as a single domain) or E-NNI. 

The concept of NGN domain is introduced to outline the administrative boundaries. Detailed topology information may or may not be shared across the E-NNI while it is possible for I-NNI links. As depicted in the diagram above, the access network and the core network may or may not belong to the same NGN domain.
10.3. Relationship between NGN and service domains 
NGN provides access to a wide variety of services. The specific services offered by any service provider are determined by business needs and customer needs. The following Figure A1.5 shows an example NGN configuration to illustrate the multiple domains within which services may be accessed.
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Figure A1.5: NGN Example of service domains

In this example, Operator A supports a single access network technology that provides access to three service domains via his core network. 

One service domain is that provided by the IMS services bubble. These services may be completely within Operator A's domain or may support end to end services to other operators. In this example it is shown that Operator A supports end-to-end IMS services along with Operator B's IMS. In this example they are interconnected through a trusted transit network. Other transit network configurations are of course allowed and the transit network may be null in the case where Operator A is directly connected to the other end point network. In some cases firewall or other gateway elements might be used to protect the operator from the transit network. It should also be noted that the network on the other side of the transit network might be another type of external network such as the PSTN.

A second service domain in this example is the Non-SIP services bubble of Operator A. This would provide services such as, for example, streaming video. These service entities may be attached directly to Operator A's core network or may be provided by 3rd parties through trusted security arrangements.

A third service domain shown here is access to Internet based services. These services are not part of Operator A's domain nor are they provided by business arrangements with Operator A. These services are accessed by Operator A providing a transport connection to the Internet. Such a connection by Operator A may only be allowed via firewall techniques.

As mentioned earlier, this example shows only a small set of the possible configurations that might be supported by NGN operators. It illustrates the three basic domains of service access that are provided by NGN.
Appendix III NGN Overlay Application Service Networking

10.4. Architectural Model of Overlay Application Service Networking

In implementation of VAS architecture it is necessary to aim at building, dynamically configuring and provisioning overlay application service networking capabilities over NGN. The active and flexible configuring capabilities on user demands over NGN will provide user controllable services in NGN. To obtain these flexibilities and active networking capabilities in NGN, the following some issues will be referred for construction of overlay application server networking capability over NGN:

· the configuration of the particular (or virtual) mesh that connects all hosts in order to satisfy the NGN user’s requirements will not be requested to transport network of NGN directly, but intermediate processing or mediation processes will be proper to accommodate users requirements in NGN efficiently.

· QoS-capable networking to satisfy application features is very important to provide a tailored application services that could be differentiated in terms of user’s requirement (e.g., QoS, security and privacy).

· application-aware networking that reflects application service specific features will be expected as an important service feature in NGN.

· provision of active and intelligent service networking over NGN will be also significant focus in overlay application service networking. That is, the overlay application service networking capability can provide customer manageability to NGN users efficiently.

· provision of multicasting, e.g., for game, distance learning or distributed simulation, and etc., may show inefficient networking capability, and be useful to provide the multicasting capability at overlay application service network.

The application service networking capability may provide two key functions in NGN VAS model implementation, 1) overlay intelligent and active service networking functions and 2) open service architecture (OSA).  The OSA will take an important role to diversify user application service capabilities through third parties and users in NGN. Figure 1 shows an example of networking model of QoS-enabled user application services via overlay application service networking with NGN VAS networking. 
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Figure 1. Networking Model of NGN Application Service Networking for User Level End-to-End QoS

In order to provide open service concepts in NGN efficiently, an overlay application service networking capability will have to be supported over NGN transport network. The NGN overlay application service networking with intelligent and active service capabilities will provide diverse user application features to customers and third parties more dynamically. As shown in Figure 1, if a user wants to get reliable end-to-end QoS service features of multimedia service, user transfer few information to application service network via open API. 

The VAS features requested by users is reflected to overlay application service network via open API, and the active, intelligent networking or user-controlled service functions in overlay application service network will be performed through the few functional blocks (e.g., dark shaded functional blocks). The session & call control and application modules perform the overlay application service networking, and depending on the service functions of NGN VAS architecture additional application service capabilities (e.g., active and intelligent service networking) will be provided.

10.5. The Applicability of Overlay Application Service Networking

The number of important network services, such as contents delivery, replicated services, and storage systems, are deploying overlays across multiple internet sites to deliver better performance, reliability and adaptability. The overlay application service networking provides a fundamental scheme to enhance wide-area service scalability, performance, and availability, for the following applications in NGN value added service features.

· Replicated services: to deliver target levels of service performance and availability, it is useful for application developers to replicate their service at multiple wide-area sites. Some considerations deliver how to route client requests to the proper replica, how to propagate updates to maintain consistency across, and how many replicas are required replicas.

· Application layer multicast: The multicasting applications data is distributed along a predefined mesh or tree through strategic intermediate point by building overlay NGN intermediate nodes.

· QoS guarantees: The performance and availability at the level of application services reflects an indirect routing on resilient overlay networking to guarantee the QoS. Some other approach is to advocate using multiple intermediate points in an overlay to redundantly transmit the same data from source to destination, reducing end-to-end loss, delay and other performance variability.

· Service overlay networking: The service overlay forms the backbone for coordinated, decentralized resource allocation and resource control. Thus the service overlay networking provides dynamic and self-healing capability. If a network path is lost or degraded, then the service overlay networking performs a reconfiguration to reroute traffic through a different path according to application service requirements. Another important concern of service overlay networking is scalability, which is achieved through the summaries of resource availability, network condition, load, and deliverable performance at each site.

· Adaptive per-application overlays: Individual applications use the overlay networking to route internal application traffic disseminate content, and/or synchronize their state information, e.g., video delivery service. The customer manageable IP networking (CMIP) capability will be useful to implement the adaptive per-application overlay networking in NGN. 

· Security and isolation:  It allocates resources to application services at the granularity of individual nodes, automating the requisite isolation in dynamic response of security and application requirements. 

· An active and intelligent service networking will be also deployed on the functions of application service overlay networking in NGN. 
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