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1
Introduction

SA2 thanks CN3 for their liaison on Service Based Local Policy control of Diffserv functions. SA2 would first like to inform CN3 of the two attached CRs to 23.207 for Release 5:

S2-023064 implements removal of SBLP based control of Diffserv from 23.207 for Release 5.

S2-023063 inserts a description of the GGSN Diffserv functions  into 23.207 for Release 5. 

SA2 has considered the points raised in CN3’s liaison. In SA2’s discussions it was concluded that there were essentially three key issues which needed to be addressed with respect to this proposed functionality. These issues are described in Section 2 below.

Some further comments on the detailed points made by CN3, reflecting the discussion at SA2, are noted in Section 3 below. 

2
Key issues

SA2 discussions identified three key issues contained in the questions from CN3:

Issue 1:
The UE must have sufficient information about the policing functions being carried out in the GGSN to ensure that the flows it generates comply with the policing functions installed by the network – assuming the UE is well-behaved.


There were differing opinions about whether it would be possible to derive this information from the SDP and whether a separate policing function in the UE would be required to ensure conformance.

Issue 2:
SDP may not contain complete information about the end-to-end QoS requirements, in particular it may not necessarily contain information about the delay requirements. It may not, therefore, be appropriate to derive QoS policing/marking parameters which are used at the GGSN from the SDP alone – further information from the UE, such as PDP Context parameters, may need to be taken into account as well.

Issue 3:
The proposals open the possibility of packets being dropped at the GGSN after they have been successfully carried over the radio interface. There were differing views about whether this was correct behaviour.


There was agreement that the UE must be able to prevent this (as described in Issue 1).

SA2 is considering these issues as part of it’s Release 6. SA2 will inform CN3 when resolutions of the above key issues are achieved.

3
Detailed comments

The detailed comments below reflect views expressed during the SA2 discussion. SA2 will of course consider CN3’s detailed comments further during the work in Release 6.

Comments from CN3 (1):

Issues related to the expected/delivered QoS Characteristics 
With DiffServ classification based on PDP context parameters, the operator can use network engineering to control the QoS in order to deliver the QoS characteristics as specified by the UE in the QoS parameters according to TS 23.107.

SA2 response:

In SA2's understanding the above comments relate to Diffserv classification functions applied on the Gi interface, rather than Diffserv classification functions applied on the Gn/Gp interface.
Comments from CN3 (2):

In comparison, there is no signalling for any per IP flow parameters (i.e. token bucket parameters), which may affect the QoS characteristics. How does the UE determine what per flow controls if any will be applied, considering both uplink/downlink directions, and the possible controls at both the local and remote interfaces? How is the end-to-end QoS affected in the different scenarios of per flow controls (e.g. applied at one end or both ends of a session)?

SA2 response:

SA2 considers this to be related to Issue 1 above.

Comments from CN3 (3):

Is the UE required to shape the traffic on a per IP flow basis in order to avoid these controls causing a reduction in the received QoS? If so, how is this performed in a UE that does not support an IP BS manager? How does such a UE derive the IP flow parameters?

SA2 response:

This comment was felt to refer to Issue 1 above.
Comments from CN3 (4):

How can the operator determine the actual QoS that would have been delivered to the UE for an IP flow without some record of the IP flow parameters that were applied, or any measures of the effect of this control?

SA2 response:

This was considered to be related to Issue 1 above, in particular the question of whether the QoS could be accurately derived from the SDP.

Comments from CN3 (5):

The PDP context parameters impose requirements on the end-to-end QoS, which are assumed to apply in a mobile-to-mobile IMS scenario. How is it ensured that these requirements are met if the DSCP decision does not also consider the PDP context parameters?

SA2 response:

This was felt to be related to Issue 2 above.
Comments from CN3 (6):
Until now, charging for the bearer service has been based on the PDP context parameters, from which the IP bearer service is derived. With introduction of an IP bearer service model in addition to the PDP context based service model, what are the impacts on the charging model? What information is required to support such a model? Also, what is the impact of the different scenarios (with/without per IP flow control at each end) on the charging models?

SA2 response:

SA2 is planning to initiate a new Work Item to analyze architectural impacts of evolving the bearer charging architecture towards providing more granularity to GPRS charging capabilities.
Comments from CN3 (7):
QoS Management Issues

Policies for PDP context based QoS currently would be configured in the GGSN by the management function. What is the required interaction between the managed bearer service layer in the GGSN, and the SBLP policies? Do the SBLP based policies control the scope for permitted service to be provided by the bearer layer, or does it override the policies from the bearer layer? For example, does the PCF control the maximum allowed DSCP (similarly to the control of the maximum traffic class), or does it define the specific DSCP to be applied?
SA2 response:

This is considered to be related to Issue 2 above.
Comments from CN3 (8):

If it controls the specific DSCP, then how does this policy ensure that the QoS requirements as defined from the PDP context are also met? How do you ensure compatibility between the per flow control policies and the PDP context based policies? This should further consider the aspects of access independence where the SBLP based policies are determined according to the service level, and should not be specific for the bearer service. 

SA2 response:

SA2 is expected to conduct discussions on the relation of staticaly configured Diffserv policies and dynamicaly provided ones. More specifically, it should be understood what kind of  precedence relationships exist between these two types of policies.
Comments from CN3 (9):

The QoS characteristics available from the SDP are very limited. The simple bandwidth information is the only parameter that is used to authorise the rate control for the PDP context. TS 23.207 refers to the derivation of token bucket parameters, but it has not been shown yet that these can be reliably determined based on the SDP.

What are the required parameters for the traffic profile of the per IP flow control, and how are each of these parameters to be derived from the limited information in the SDP?

SA2 response::

This was considered to be related to Issue 1 above.
Comments from CN3 (10):

Other General Questions/Comments

The issues raised above are directly related to the actual development of the solution. In addition to the above, the following additional questions/concerns have been raised as to whether the function as proposed is actually the most appropriate mechanism to meet the requirements:

The only action currently proposed  for out-of-profile packets on a per IP flow basis is to discard them. Since such packets have already been transferred over the air interface (at least in the uplink direction), it is questioned whether this is the function that is actually required? It is also questioned whether other handling options such as accounting/charging have been considered?

SA2 response:

This was considered to be related to Issues 1 and 3 above.

SA2 is planning to initiate a new Work Item to analyze architectural impacts of evolving the bearer charging architecture towards providing more granularity to GPRS charging capabilities.
Comments from CN3 (11):

It is questioned whether the dynamic configuration of the DiffServ marking function by the PCF brings real additional benefits compared to existing operator configuration to mark the packets using operator configuration rules. For example, what is the benefit in re-marking and potentially downgrading the QoS of an IP flow, which was been already treated with higher QoS at the UMTS bearer level. Otherwise, if it has been given lower QoS over the radio, what would be the actual benefit on the end-to-end QoS of using a higher QoS across the backbone.

Discussion:

This was considered to be related to Issue 2 above.

Comments from CN3 (12):

Furthermore, the control of misbehaving IP flows inside one PDP context was identified as the major gain of this functionality. However, it is noted that when multiple flows are aggregated over a bandwidth constrained PDP context, even correctly behaving flows can interact unless they are properly managed by the UE, and a dedicated PDP context would provide sufficient control over a flow. It is thus questioned what are the actual control requirements for different session/media scenarios from which the specific solution requirements are derived. 

Discussion:

This was considered to be related to Issue 1 above.

3
Conclusion

CN3 proposed two actions to SA2:

ACTION 1: 


CN3 asks SA2 to consider the above questions and issues for stage 2 specification of the function in release 6. 

SA2 response:

SA2 has considered the above questions and identified three key issues as noted above. These issues will be studied in SA2’s Release 6 work. The corresponding work item is being created in SA2.

ACTION 2: 

CN3 asks SA2 for feedback on the above questions and issues, with guidance on how to proceed with the stage 3 work  for release 6 with minimum delay.

SA2 response:

CN3 should expect clarification on the above key issues in due course. 
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