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5a Use cases, potential requirements and possible solutions (phase 2)

5a.1 Management Capabilities for ML training phase

5a.1.X
ML fine tuning
5a.1.X.1
Description

In the event of the change of inference type or the degradation of inference performance, typically the ML re-training may be employed to align the ML model with the changes. However, when the original ML entity is characterized by substantial complexity or extensive parameters, e.g. a pre-trained ML entity, the process of re-training would spend enormous resources. 

ML fine tuning (MLFT) refers to that unfreezing the portion of the ML entity, and training it with the new data sets, as depicted in Figure 5a.1.x.1-1, which could be regarded as an incremental learning process. By making minor adjustments to an ML entity rather than training or re-training an ML entity from scratch, it conserves both time and computational resources.
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Figure 5a.1.x.1-1: The taxonomy of MLFT 
Typically, the concept of MLFT is coupled with the ML pre-training which suggests two step procedure, i.e., firstly to pre-train an ML entity and then to fine-tuning it. For ML fine-tuning, the pre-trained ML entity is first initialized with the pre-trained parameters without the claim of specific inference type, and all or portion of the parameters are fine-tuned using labelled data from the downstream tasks, i.e., a specific inference type.
However, it is not precluding the possibility for MLFT applied to other types of ML entities, depending upon the requirements from the MLFT consumer.

Therefore, there would be 4 types of an ML entity could be requested by the consumer to conduct ML fine-tuning process:

1. a pre-trained ML entity, which would like to be fine-tuned for a specific inference type;

2. a fine-tuned ML entity, which would like to be fine-tuned for an additive inference type;

3. a fine-tuned ML entity, which would like to be fine-tuned for improvements of an inference type;

4. a normal ML entity, conforming to the ML fine-tuning policy, which would like to be fine-tuned.
5a.1.X.2
Use cases

5a.1.X.2.1
ML fine tuning for a pre-trained ML entity

The ML training capabilities are provided by an MLT MnS producer to one or more consumer(s). The ML training function would provide the capability to fine-tune a pre-trained ML entity.

A pre-trained ML entity has been trained by a large quantity of unlabelled datasets, e.g., current and historical relevant data mentioned in clause 4a.1 of TS 28.105, or other relevant data, as much as possible, to acquire comprehensive knowledge in RAN, CN and cross domain. This pre-trained ML entity gains the pattern, relevance and structure of but yet to handle with downstream tasks, i.e., there is no specific inferenceType of a pre-trained ML entity.

In this typical use case, a pre-trained ML entity was selected to be fine-tuned for a specific inference type. The MnS consumer needs to specify the target inference type as well as the ML entity type in the MLFT request. The ML entity type shows the status of an ML entity whether it has been pre-trained, fine-tuned, re-trained or initial trained. 

Typically, the MLFT processes might be a supervised training process with the labelled datasets to achieve the best performance, which indicates the consumer may provide the datasets as the inputs that contain(s) the MLFT data and the datasets type, (e.g., labelled or unlabelled). To obtain the valid training outcomes, consumers may also designate their requirements for model performance (e.g. accuracy, etc) in the MLFT request.
In addition, the consumer may have the preference on the method to develop a MLFT process (i.e. the taxonomy of MLFT including additive MLFT, selective MLFT or reparametrized MLFT, etc.) depends on the requirements of the consumer.

The MLFT producer would check the MLFT training request to confirm all the elements provided and response to the consume whether the request was accepted. 

If the request is accepted, the MLT MnS producer decides when to start the MLFT with consideration of the request(s) from the consumer(s). Once the MLFT is decided, the producer performs the following:

-
fine tune the pre-trained ML model using the provided MLFT datasets with the consideration of MLFT methods that the consumer may provide;

-
provides the MLFT results (including the identifier of the ML entity generated from the fine-tuned ML model or the version number of the ML entity associated with the fine-tuned model, fine-tuned performance results, etc.) to the MLT MnS consumer(s).
5a.1.X.3
Potential requirements

REQ-MLFT-1: The MLT MnS producer should have a capability to enable an authorized consumer to request the fine-tuning of a pre-trained ML entity.

REQ-MLFT-2: The MLT MnS producer should have a capability allowing the authorized MLT MnS consumer to specify the inference type of the ML entity to be fine-tuned.
REQ-MLFT-3: The MLT MnS producer should have a capability allowing the authorized MLT MnS consumer to provide datasets as the inputs that contain(s) the MLFT data and the datasets type (e.g. labelled or unlabelled).

REQ-MLFT-4: The MLT MnS producer should have a capability allowing the authorized MLT MnS consumer to specify the MLFT type (e.g. additive, selective, reparametrized) depending on the requirements of the consumer.
REQ-MLFT-5: The MLT MnS producer should have a capability allowing an authorized MLT MnS consumer to manage the MLFT process, including starting, suspending, or resuming the training process.

REQ-MLFT-6: The MLT MnS producer should have a capability to provide the MLFT result to the MLT MnS consumer.
	End of modified sections


