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1
Decision/action requested

The group is asked to endorse the proposed potential input to the SA level study on e2e AI/ML framework. 
2
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Rationale

Key objective of the SA led study [1] aims at the harmonisation of AI/ML related terminologies and common E2E model life cycle management (LCM). The LCM for 3GPP system (including NFs, features, entities, models, etc.) is mainly management tasks and part of SA5 ToR [2]. SA5 has already accomplished number of relevant specifications addressing the LCM including the recently completed Rel-18 on AI/ML management [3].  Hence, SA5 is well positioned to be an active and leading contributor to the SA study.
This document includes text proposal contribution on behalf of SA5 to the on-going SA study on e2e AI/ML framework.
4
Detailed proposal

4.1
Overview

SA5 is responsible for the management, orchestration and charging for 3GPP systems [2] covering wide range of OAM aspects including operation, assurance, fulfilment, and automation. The scope of responsibilities includes services and functions supporting the orchestration, assurance, and analytics, which includes the Life Cycle Management (LCM).

To support and facilitate the efficient deployment and operation of AI/ML capabilities/features in the 5GS (including Management and orchestration system, 5GC and NG-RAN domains), both the ML model and AI/ML inference function need to be managed throughout their entire lifecycle.
Rel-18 specifications, documented in TS28.105 [3] addressed many aspects of AI/ML management that have been studied in TR 28.908 [4], including the development of AI/ML related terminology and definitions, a general framework for the operational workflow encapsulating various life cycle management  (LCM) operations for ML model (i.e., model training and testing, emulation, deployment, and inference), and a comprehensive number of detailed use cases for each phase of the operational workflow along with requirements and corresponding solutions.

4.2
AI/ML related Terms and definition

The Rel-18 specifications [3] included the following AI/ML related terms:

ML entity: a manageable artifact of an ML model.

NOTE 1: 
An ML entity may contain metadata related to the model. Metadata may include e.g. the applicable runtime context for the ML model. 

ML model: mathematical algorithm that can be "trained" by data and human expert input as examples to replicate a decision an expert would make when provided that same information.

NOTE 2: The ML models are proprietary and not in scope for standardization.
ML model training: process performed by an ML training function to take training data, run it through an ML model, derive the associated loss and adjust the parameterization of that ML model based on the computed loss.

ML initial training: the ML model training that generates the initial version of an ML entity.

ML re-training: The process of training of a previously trained ML model.
NOTE 3: 
A new version of a trained ML entity supports the same type of inference as the previous version of the ML entity, i.e., the data type of inference input and data type of inference output remain unchanged between the two versions of the ML entity, but parameter values might be different for the re-trained model.

ML joint training: the ML training for a group of ML models that are trained and targeted for inference.
ML training: refers to the end-to-end processes to enable an ML training function to perform ML model initial training or re-training (as defined above). 

NOTE 4: 
ML training may include interaction with other parties to collect and format the data required for ML model training.

ML training function: a logical function with ML model training capabilities.

AI/ML inference: refers to the process of running a set of input data through a trained ML entity to produce set of output data, such as predictions.

AI/ML inference function: a logical function that employs an ML model to conduct inference.

Although the terms listed above have been developed in the context of AI/ML management we consider them as generic i.e., 3GPP domain agnostic to a larger extent and hence we propose that these terms to form the baseline for other specification by other 3GPP working group. In addition to referencing the terms in SA5 specifications [3] other 3GPP working group may of course still define domain-specific (i.e., Management, CN or RAN) AI/ML related terms if deemed necessary. 
4.3
Generic framework of AI/ML operational workflow and management capabilities
Rel-18 specification [3] covered AI/ML management capabilities (including wide range of use cases, requirements, and solutions (stage 2 NRMs and stage 3 OpenAPIs) for ML training (which also includes validation & testing), AI/ML emulation, ML model deployment and AI/ML inference phases of the AI/ML operational workflow as shown below for managing the entire lifecycle of the ML model and AI/ML inference function: 
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Each operational step in the workflow is supported by one or more AI/ML management capabilities as depicted below for each of the operational phases.

Management capabilities for ML training 

-
ML training management: allowing the MnS consumer to request the ML training, consume and control the producer-initiated training, and manage the ML training/re-training process. The training management capability may include training performance management and setting a policy for the producer-initiated ML training.  

-
ML validation:  ML training capability also includes validation to evaluate the performance of the ML entity when performing on the validation data, and to identify the variance of the performance on the training and validation data. If the variance is not acceptable, the ML entity would need to be tuned (re-trained) before being made available for the next step in the operational workflow (e.g., ML entity testing).

-
ML testing management:  allowing the MnS consumer to request the ML entity testing, and to receive the testing results for a trained ML entity. It may also include capabilities for selecting the specific performance metrics to be used or reported by the ML testing function. MnS consumer may also be allowed to trigger ML re-training based on the ML entity testing performance requirements.

Management capabilities for ML emulation phase:

-
AI/ML inference emulation: a capability allowing an MnS consumer to request an ML inference emulation for a specific ML entity or entities (after the training, validation, and testing) to evaluate the inference performance in an emulation environment prior to applying it to the target network or system. 
Management capabilities for ML entity deployment phase:

-
ML entity loading management: allowing the MnS consumer to trigger, control and/or monitor the ML entity loading process.

Management capabilities for AI/ML inference phase:

-
AI/ML inference management: allowing an MnS consumer to control the inference, i.e., activate/deactivate the inference function and/or ML entity/entities, configure the allowed ranges of the inference output parameters. The capabilities also allow the MnS consumer to monitor and evaluate the inference performance and when needed trigger an update of an ML entity or an AI/ML inference function.

The AI/ML workflow represents a general framework encapsulating the various life cycle management (LCM) operations for ML model (i.e., model training and testing, emulation, deployment, and inference) as well as AI/ML inference function (i.e., provisioning, including configuration and performance management).

The operational AI/ML workflow and management capabilities defined by SA5 are generic for the 3GPP system including the Management and orchestration, CN and RAN domain).
4.4
AI/ML functionalities management scenarios (relation with managed AI/ML features)
The Rel-18 specification [3] also documented AI/ML functionalities management scenarios which describe the possible locations of ML training function and AI/ML inference function.
The ML training function and/or AI/ML inference function can be located in the RAN domain MnS consumer (e.g. cross-domain management system) or the domain-specific management system (i.e. a management function for RAN or CN), or Network Function. 

For MDA, the ML training function can be located inside or outside of MDAF. The AI/ML inference function is in the MDAF.

For NWDAF, the ML training function can be located in MTLF of the NWDAF or management system, the AI/ML inference function is in the AnLF.

For RAN, the ML training function and AI/ML inference function can both be located in the gNB, or the ML training function can be located in the management system and AI/ML inference function is located in the gNB.

Therefore, there might exist several location scenarios for ML training function and AI/ML inference function. 
4.5
Use cases for LCM of ML model and inference function

Rel-18 specification [3] have also documented a wide range of use cases and corresponding requirements for AI/ML management capabilities for each phase of the operational workflow. The use cases are grouped under different categories for each of the operational phases as listed below:
ML training phase


- ML training



- ML training requested by consumer



- ML training requested by producer



- ML entity selection



- Managing ML training process



- Handling errors in data and ML decisions



- ML entity joint training



- ML entity validation performance reporting



- Training data effectiveness reporting


- Performance management for ML training and testing



- Performance indicator selection for ML training and testing



- ML entity performance indicators query and selection for ML training and testing



- MnS consumer policy-based selection of ML entity performance indicators for ML   



  training and testing


- ML testing



- Consumer-requested ML entity testing



- Producer-initiated ML entity testing



- Joint testing of multiple ML entities

AI/ML emulation phase


- AI/ML Inference emulation

ML entity deployment phase


- ML entity loading



- Consumer requested ML entity loading



- Control of producer-initiated ML entity loading



- ML entity registration

AI/ML inference phase


- AI/ML inference performance management



- AI/ML inference performance evaluation



- AI/ML performance measurements selection based on MnS consumer policy


- AI/ML update control



- Availability of new capabilities or ML entities



- Triggering ML entity update


- AI/ML inference capabilities management



- Identifying capabilities of ML entities



- Mapping of the capabilities of ML entities


- AI/ML inference capability configuration management



- Managing NG-RAN AI/ML-based distributed Network Energy Saving



- Managing NG-RAN AI/ML-based distributed Mobility Optimization



- Managing NG-RAN AI/ML-based distributed Load Balancing


- Executing AI/ML Inference



- AI/ML Inference History - tracking inferences and context

The use cases documented in Rel-18 specifications supported the developments of wide range of management capabilities per operational phase of the workflow. 
4.5
Rel-19 planned work
SA5 continues to address and further develops the AI/ML management specifications by collaborating with relevant WGs with a Rel-19 phase 2 study [5] which is currently progressing. In addition to the continuation of Rel-18 leftovers, the key objectives of Rel-19 work include studying;

- 
the management aspects (LCM CM and PM) of AI/ML functionalities defined by SA5 and other 3GPP WGs, including 5GC and RAN;
- 
AI/ML management and operation capabilities to support different types of AI/ML technologies as needed to support the AI/ML in 5GS, such as Federated Learning, Reinforcement Learning, Online and Offline training, Distributed Learning, and Generative AI;
- 
the sustainability aspect of AI/ML, including, evaluation of energy consumption/efficiency impacts associated with AI/ML solutions for all operational phases (training, emulation, deployment, inference);
-  
the trustworthiness aspects related to the AI/ML functionalities in 5GS, including concept of trustworthiness for AI/ML in the context of OAM, and data (e.g., measurements, events) to support calculation of trustworthiness indicators.

