
3GPP TSG-SA5 Meeting #153 DOCPROPERTY  MtgTitle  \* MERGEFORMAT 
S5-240823
29 – 02 January 2024, Seville, ES                                      
Source:
Ericsson
Title:

Input to DraftCR 28.105 Improvements and corrections to error handling
Document for:
   Approval
Agenda Item:
AIML_MGMT_WoP#1
1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.105-18.1.0: “Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
In clause 6.2.A there is use case detailing error handling at training. In the use case itself it states that good quality data is void of errors such as imprecise measurements, missing values or records etc. However the examples provided could cause confusion to the reader. It could be interpreted that SINR, RSRP are examples of imprecise measurements. The list is sufficient without the examples and changes reflect this. The paragraph after the figure is shortened and simplified for improved readability. 
4
Detailed proposal
	Start of modification


6.2a.1.2.5
Handling errors in data and ML decisions

Traditionally, the ML models/entities (e.g., ML entity1 and ML entity2 in figure 6.2a.1.2.5-1) are trained on good quality data, i.e. data that was collected correctly and reflected the real network status to represent the expected context in which the ML entity is meant to operate. Good quality data is void of errors, such as:

-
Imprecise measurements
-
Missing values or records
-
Records which are communicated with a significant delay (in case of online measurements).

Without errors, an ML entity can depend on a few precise inputs, and does not need to exploit the redundancy present in the training data. However, during inference, the ML entity is very likely to come across these inconsistencies. When this happens, the ML entity shows high error in the inference outputs, even if redundant and uncorrupted data are available from other sources.
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Figure 6.2a.1.2.5-1: The propagation of erroneous information

As such, the training function should attempt to identify errors in the input data. If an entity has been trained on erroneous or inconsistent data, the consumer should be made aware of such. 


	End of modifications
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