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1	Decision/action requested
For discussion.
2	Introduction
This document discusses various NDT scenarios in the context of 3GPP network management.

The concept of Digital Twin is based on creating a twin representation of a system and synchronizing this twin representation with the live environment.

In the context of 3GPP network management, the major components of the system are:
Managed network
Network Resource Model
Management service producers
Management service consumers

These major components are illustrated in figure 2-1.
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Figure 2-1: Major components of 3GPP network management

There are several possible NDT scenarios, depending on which of these components exist in the twin representation. The following clauses describe some possible scenarios.

The following scenarios assume that if a live component is provided by vendor X, then the relevant twin component will also be provided by vendor X.



3	Scenario 1
In this scenario, the management service consumers are duplicated to create a separate live environment and twin environment. Both environments share common management service producers.
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This scenario could be useful to test new versions of management service consumers, for example to prove that a new management service consumer can be integrated with existing management service producers.


4	Scenario 2
In this scenario, the management services are duplicated to create a separate live environment and twin environment. Both environments share a common network resource model.
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This scenario could be useful to test new versions of management services, for example to prove that an upgraded analysis function provides similar or better results than the previous version. This scenario could also be useful to train and verify AI/ML models.




5	Scenario 3
In this scenario, the entire network management stack is duplicated to create a separate live environment and twin environment. Both environments share a common managed network and common transfer of network management data.
 
Live environment
Managed network
Twin environment
Live network resource model
 
Network management data
Twin network resource model
 
NRM sync
Vendor X
Live management service producers
Live management service consumers
Twin management service producers
Twin management service consumers
 
MnS data sync
 
MnS data sync
Operator A

This scenario could be useful for analytics which are based on variants of the managed network, for example replaying historical events or simulating future network topologies. This scenario could also be useful to verify the behaviour of closed-loop control functions, to check how these functions would modify the network resource model.




6	Scenario 4
In this scenario, the entire network management stack is duplicated to create a separate live environment and twin environment. Both environments share a common managed network.
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This scenario is similar to scenario 3, except that the twin network resource model is synchronized directly from the managed network. In this scenario, the twin environment is allowed to interact with the managed network. This could place more load on the managed network.





7	Observations
The above figures show a live environment and a single twin environment. But multiple twin environments may exist in parallel. This may be useful to test multiple variants of the same algorithm in parallel.

Most synchronization will be from the live environment to the twin environment. But there may be some limited cases where MnS data will need to be synchronized from the twin environment to the live environment. An example is machine learning, where the machine learning models may be tuned and tested in the twin environment before they are transferred to the live environment. Another example is fault recovery, where multiple possible recovery actions are simulated in the twin environment and the best-performing recovery action is synchronized to the live environment.

