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6.4.4
Large updates allowing partial success
The 3GPP JSON Patch payload defined in clause 6.4.3 allows modifying multiple resources and can therefore represent potentially large bulks of individual changes which, depending on the scope of management of the MnS producer, can span a substantial number of managed network elements. Consequently, applying such a large set of configuration changes can take a long time, and not all individual changes might succeed. The PATCH operation as defined in the previous clauses might time out and is atomic (i.e. all changes or none are performed and the response is only sent when all changes have been performed), which will not address the use case outlined above. 

Therefore, the pattern of large updates allowing partial success is introduced. At the discretion of the MnS producer, when receiving a particular PATCH request, it may break away from the PATCH procedure as introduced in clause 6.4.3 into a long-running operation that is represented by a so called transient “monitor” resource which is maintained by the MnS producer. The resource is “transient” as it represents a one-time, though long-running, update operation which consists of multiple modification instructions on the resources of the MIB, with the possibility that only a subset of the modification instructions can succeed. Once the update is finished, the representation of the monitor resource reflects the result of the long-running update operation and does not change anymore. This means that after a certain time, when it can be assumed that no MnS Consumer is interested in the information about the long-running update operation anymore, a monitor resource that represents a finished update operation can be garbage collected or archived for auditing purposes by the MnS producer.

[image: image1.png]MnS Consumer ‘ ‘ MnS Producer

1. PATCH . /iotResourceOfSubtres (Patch document) !

3(2 202 Accepted (Location: UriOfMonitorResource) |

3. GET UriOMonitorResource :

4,200 OK (MonitorResourceRepresentation) i

<

MnS Consumer ‘ ‘ MnS Producer




Figure 6.4.4-1: Flow for large update allowing partial success
The procedure is as follows:

1) The MnS Consumer sends an HTTP PATCH request to the MnS Producer. The message body shall carry a 3GPP JSON Patch document (see clause 6.4.3) describing a set of modification instructions (patch items) to be applied to the identified resources. 
2) The MnS Producer returns the HTTP PATCH response to the MnS Consumer. To indicate that the request was accepted but that it will be processed as a separate long-running operation represented by a monitor resource, "202 Accepted" with empty message content shall be returned. The “Location” header of the response shall contain the implementation-specific URI of a monitor resource that represents the state of the long-running operation. On failure, the appropriate error code shall be returned, and the response message body may provide additional error information.
3) In order to obtain information about the status of the long-running operation, the MnS Consumer sends a GET request to the URI of the monitor resource that represents the long-running operation. 

4) The MnS Producer returns a GET response to the MnS Consumer. On success, "200 OK" together with a representation of the monitor resource shall be returned. The resource representation shall contain information on whether the long-running operation is running or finished, and on the success or failure of the individual modification instructions in case of a finished operation. On failure, the appropriate error code shall be returned, and the response message body may provide additional error information.
The MnS producer may include in the response a "Retry-After" HTTP header (see IETF RFC 7231 [2]) to indicate to the MnS producer that it should not send another GET request to the monitor resource before the indicated time has elapsed. This can be used to indicate an appropriate rate limit for polling the monitor resource. 

The resource representation of the monitor is defined by the folloing JSON schema fragment.

	"type": "object",

"properties": {

  "status": {

    "enum": [ "RUNNING", "SUCCESS", "FAILURE", "PARTIAL_SUCCESS" ]

  },
  "changes": 

  {

    "type": "array",

    "items": {

      "type": "object",

      "properties": {

        "op": {

          "enum": [

            "add",

            "replace",

            "remove",

            "copy",

            "move",
            "merge",
            "test"

          ]

        },

        "from": {

          "type": "string"

        },

        "path": {

          "type": "string"

        },

        "value": {},
        "result": {

          "enum": [ "OK", "FAILED" ]

        },

        "problem": {

          "type": "object",

          "properties": {
            "type": "string",

            "reason": "string"
          },

          "required": [ "type" ]
        }

      },

      "required": [

        "op",

        "path"

      ]
    }
  }
}


In case the long-running operation is running, the "status" attribute shall be set to "RUNNING" and the "changes" attribute shall be absent. 

If the long-running operation has completed with success, the "status" attribute shall be set to "SUCCESS". As all changes have been applied, the "changes" attribute does not provide new information, and should be absent.
If the long-running operation has completed and only a subset of all modification instructions was successful, the "status" attribute shall be set to "PARTIAL_SUCCESS". If the "status" attribute has been set to "PARTIAL_SUCCESS", the "changes" attribute shall be present and shall indicate for each modification instruction whether it was successful or not. It may include the "problem" attribute to provide additional information on the cause of individual failures, if available. The child attributes "type" and "reason" of the "problem" attribute are defined in clauses 6.6.4 and 6.6.5. 

If the long-running operation has completed and none of the modification instructions was successful, the "status" attribute shall be set to "FAILURE". As the "changes" attribute allows to signal additional error information, it may be present to provide such information if needed.

The following is an example request:

	PATCH /SubNetwork=SN1 HTTP/1.1

Host: example.org

Content-Type: application/json-patch+json
Accept: application/json
[

  {

    "op": "replace",

    "path": "#/attributes/name",
    "value": "Berlin NW"
  },
  {

    "op": "replace",

    "path": "/ManagedElement=ME1/XyzFunction=XYZF1#/attributes/attrA",
    "value": "ghi"
  }

]


In case the MnS Producer figures out that processing this request can take too long to provide a response to the PATCH request before it times out, and/or that it can't apply this request atomically, it creates a monitor resource at an implementation-specific location, and returns its URI. At this time, the long-running operation is active. 

The response can look as follows:

	HTTP/1.1 202 Accepted
Date: Tue, 06 Aug 2019 16:50:26 GMT

Location: https://example.org/monitors/20190806-165026-abc




The MnS consumer sends a GET request to read the operation’s monitor resource:
	GET /monitors/20190806-165026-abc HTTP/1.1

Host: example.org

Accept: application/json


While the long-running operation is being executed, the response looks as follows:
	HTTP/1.1 200 OK

Date: Tue, 06 Aug 2019 16:50:26 GMT

Content-Type: application/json

{

  "status": "RUNNING"

}




Once the long-running operation is finished, the status of all the individual modification instructions is known. Each individual modification instruction can either be successful or not, and is marked accordingly. Together, the states of the individual modifications imply the status of the overall long-running operation.
When some but not all changes were successful, an example the response looks as follows:
	HTTP/1.1 200 OK

Date: Tue, 06 Aug 2019 16:50:26 GMT

Content-Type: application/json

{

  "status": "PARTIAL_SUCCESS",

  "changes": [

    {

      "op": "replace",

      "path": "#/attributes/name",

      "value": "12345",

      "result": "FAILED",
      "problem": {

        "type": "MODIFICATION_NOT_ALLOWED"

      }

    },

    {

      "op": "replace",

      "path": "/ManagedElement=ME1/XyzFunction=XYZF1#/attributes/attrA",

      "value": "ghi",

      "result": "OK"

     }

  ]  

}


When all changes were successful, the response looks as follows:
	HTTP/1.1 200 OK

Date: Tue, 06 Aug 2019 16:50:26 GMT

Content-Type: application/json

{

  "status": "SUCCESS"

}



When none of the changes were successful, the response contains a “FAILURE” status. 
	HTTP/1.1 200 OK

Date: Tue, 06 Aug 2019 16:50:26 GMT

Content-Type: application/json

{

  "status": "FAILURE"

}


	End of modifications


