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Decision/action requested

In this box give a very clear / short /concise statement of what is wanted.
2
References

[1]   3GPP TS 28.104: "Management and orchestration; Management Data Analytics (MDA) " 
[2]   3GPP TS 28.533: "Management and orchestration; Architecture framework"
[3]   3GPP TS 28.312: "Intent driven management services for mobile networks"
[4]   -Void
[5]   3GPP TS 28.536: “Management services for communication service assurance; Stage 2 and stage 3”
3
Rationale

SA5 has been working on several workstreams on network automation, including the ability of the network to use AI/ML elements (e.g. MDA, NWDF). These workstreams has evolved, creating overlapping areas and opening a myriad of possibilities, giving the chance of translating this work in a very flexible way to real implementations. Is this high degree of flexibility what is creating a situation of lack of clarity about how all this work can translate to a real implementation. There is a common understanding that there will be conflicts between different automation mechanisms (e.g. close loops), and that those conflicts needs to be resolved, but the problem is not tackled and we are running the risk of keep adding more and more use cases and functionalities that eventually might be difficult to be implemented successfully.
Some examples follow where can be seen how the coordination/hierarchy issue has been approached in different workstreams from different perspectives in different TS/TRs and how the problem can be simplified, taking a step back to contemplate what is intended to be achieved and how to create a baseline from where further work can be done.
In terms of how MDF and MWDF can interact, from the TS 28.104 [1] we have an example covering NWDAF, gNB and MDAS (MDA Mns) producer:
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This can create confusion about what is needed from a management system perspective to make a decision, and could even give the impression that the MDA is actually making the decisions.
Having a close look to what is happening what we have simply is a MnS consumer on the top that requests information. That would be comparable to getting information from a black box, independently of how the black box provides the actual information. Is good to have in terms of implementation the way of collecting information but at the same time it would be good not to forget that the AI/ML elements are just one additional source of information that might be needed or not depending on the use case:
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The key thing here is to  be more specific about what is the element that is the MnS consumer that takes the actual decisions and how these decisions is not conflicting with other possible decision makers, and  not to be so focused on  how the different AI/ML elements are coordinated. Again, let’s keep in mind that for making a decision, AI/ML, etc. is not necessarily needed. Any input that can trigger a decision (a threshold, a change in the conditions of the service, etc.) can be enough for an action. There is a good example in the Figure 4.3-1 in the TS 28.312 [3]:
[image: image3.png]Intent driven
MnS Consumer

Intent H H Feedback

Intent driven Mn$S

Producer
Continuously Continuously
intent requirement
-_

l ManagedEntity

i monitoring adjust to fulfill the |





Performance from the managed entity might be more than enough for the Intent drivent MnS producer to make sure that the intent requirement is continously fullfilled.
In the next figure the analytics part can be just one of the information providers for monitoring the ManagedEntity of the previous figure, consumed by the Intent Driven MnS Producer. 
The workflow is illustrated in the Figure 4.1.3.1.1 in the TS 28.312 [3]:
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The Analytical_data_Provider might be just not needed, so let’s be focused on how the decision makers will act and where.
There is actually material covering this issue (e.g. in this Figure 5.3-1 from TS 28.533 [2] we can see a better view of how hierarchically the management of a service can look like). This is based upon service deployment based on ZSM framework:
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If we compare this last figure with the first figure in the discussion paper specifying the interaction between MDA and NWDAF we can see that in the figure the cross domain MDA can talk directly with the Core and Radio Domain, bypassing MDAs that are covering just particular domains, so we can see that they contradict each other as in the last figure the domains are delimited.
In the TS 28.536 [5] there is an example of how to deploy a closed loop in different layers:
“This example gives a high-level view of control loops deployed in different layers, which consists of control loop in communication service layer, control loop in network slice layer, control loop in network slice subnet layer and control loop in NF layer, as described as Figure A.1.1, where the analytic could be leverage MDAS, and different control loops can provide input (interact with) to other control loops (in the same layer or different layers) and obtain the output from other control loops (in the same layer or different layers). “
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Figure A.1.1: Control loop in different layers

Here again it looks like analytic is the only possible input for making a decision. As said just a threshold or an alarm/error can trigger a decision that executes a change.
The coordination at different levels in different specifications in different workstreams provides different or sometimes similar approaches, the most of them informative, with little definition of a clear way of a coordinated implementation. Also, to have different workstreams in parallel with overlapping areas that are not properly addressed in a normative way might drive to confusion to the person that is looking at how to do the implementation, leaving too many open options that can end up in a myriad of different approaches that are not aligned with the purpose of standardisation.
4
Detailed proposal

The current management specifications are too cryptical, is difficult to translate abstract concepts (e.g. MnS Consumer, MnS Producer, Provision MnS Provider, etc.) to actual real and tangible elements that represents what does what. The use of an holistic vision could help to make easier to understand the implementation of the different concepts and the way it works. We need to unify terminology and make it simpler. At the moment we have a collection of specifications that uses abstract names and concepts to enable the interaction between different elements that provides a lot of flexibility but that makes difficult to translate those concepts to the real world. There is not a simple way of clearly see how everything works together. It is proposed to work with the current specifications looking for a more pragmatic approach that increases their usability.For example, in release 15 there were elements included in the architecture (e.g. CSMF) that were removed in Rel 16 from the specifications where they were mentioned (e.g. CR S5-201107) in order to unify terminology adopting the service-based management framework. It looks like we’ve gone from extreme to extreme, from the specific to the abstract. It is needed to find a way of balancing both approaches, not being rigid but at the same time avoiding to be too generic.
What is asked to the group is:

To acknowledge this issue.

To propose possible solutions to mitigate the situation (e.g. unify overlapping workstreams for providing a single picture, make one of the workstream responsible of assuring the feasibility of implementation avoiding conflicts, any other proposal)
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