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4Aa.0	AI/ML operational workflow
AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN, and management system), the generic AI/ML operational workflow in the lifecycle of an ML entity, is depicted in Figure 54a.0-1.


Figure 54a.0-1: AI/ML operational workflow
The workflow involves 4 main phases; training, emulation, deployment, and inference phase. The main tasks for each phase are briefly described below:
Training phase:
-	ML model training: training, including initial training and re-training, of an ML model or a group of ML models. It also includes validation of the ML entity to evaluate the performance when the ML entity performs on the training data and validation data. If the validation result does not meet the expectation (e.g., the variance is not acceptable), the ML model associated with that entity needs to be re-trained. The ML model training is the initial phase of the workflow. 
-	ML testing: testing of the validated ML entity to evaluate the performance of the trained ML model when it performs on testing data. If the testing result meets the expectation, the ML entity may proceed to the next phase, otherwise the ML model associated with that entity may need to be re-trained.
Emulation phase:
-	ML emulation: running an ML entity for inference in an emulation environment. The purpose is to evaluate the inference performance of the ML entity in the emulation environment prior to applying it to the target network or system.
NOTE: 	The emulation phase is considered optional and can be skipped in the AI/ML operational workflow.
Deployment phase:
[bookmark: _Hlk147868552]-	ML entity loading: the process (a.k.a. a sequence of atomic actions) of making a trained ML entity available for use at the target AI/ML inference function.
The deployment phase may not be needed in some cases, for example when the training function and inference function are co-located.
Editor’s note: 
1.	The relationship between SA5 loading processe and RAN, SA1 (model transfer) and SA2 (NWDAF) processes may be investigated later.
2.	The term “loading” may be revisited.
Inference phase:
-	AI/ML inference: performing inference using the ML entity by the AI/ML inference function.
4Aa.1	Functionality and service framework for ML training
An ML training Function playing the role of ML training MnS producer, may consume various data for ML training purpose.
As illustrated in Figure 5.1-1 the ML training capability is provided via ML training MnS in the context of SBMA to the authorized consumer(s) by ML training MnS producer.


Figure 54a.1-1: Functional overview and service framework for ML training
The internal business logic of ML training leverages the current and historical relevant data, including those listed below to monitor the networks and/or services where relevant to the ML model, prepare the data, trigger and conduct the training:
-	Performance Measurements (PM) as per 3GPP TS 28.552 [4], 3GPP TS 32.425 [5] and Key Performance Indicators (KPIs) as per 3GPP TS 28.554 [6].
-	Trace/MDT/RLF/RCEF data, as per 3GPP TS 32.422 [7] and 3GPP TS 32.423 [8].
-	QoE and service experience data as per 3GPP TS 28.405 [9] and 3GPP TS 28.406 [10].
-	Analytics data offered by NWDAF as per 3GPP TS 23.288 [3].
-	Alarm information and notifications as per 3GPP TS 28.532 [11].
-	CM information and notifications.
-	MDA reports from MDA MnS producers as per 3GPP TS 28.104 [2].
-	Management data from non-3GPP systems.
-	Other data that can be used for training.
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[bookmark: startOfAnnexes][bookmark: _Toc134626382][bookmark: _Toc134632604][bookmark: _Toc134633529][bookmark: _Toc134633969][bookmark: _Hlk134624149]In operational environment before the ML entity  is deployed to conduct inference, the ML model associated with the ML entity needs to be trained (e.g. by ML training function which may be a separate or an external entity to the AI/ML inference function).
NOTE: In the present document, ML entity training refers to ML model training associated with an ML entity.
The ML Entity is trained by the ML training (MLT) MnS producer, and the training can be triggered by request(s) from one or more MLT MnS consumer(s), or initiated by the MLT MnS producer (e.g. as result of model evaluation).
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The ML training capabilities are provided by an MLT MnS producer to one or more consumer(s).
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Figure 6.2.2.1-1: ML training requested by MLT MnS consumer
The ML training may be triggered by the request(s) from one or more MLT MnS consumer(s). The consumer may be for example a network function, a management function, an operator, or another functional differentiation
To trigger an ML training, the MLT MnS consumer requests the MLT MnS producer to train the ML model. In the ML training request, the consumer should specify the inference type which indicates the function or purpose of the ML entity, e.g. CoverageProblemAnalysis. The MLT MnS producer can perform the training according to the designated inference type. 
The consumer may provide the data source(s) that contain(s) the training data which are considered as inputs candidates for training. To obtain the valid training outcomes, consumers may also designate their requirements for model performance (e.g. accuracy, etc) in the training request.
 
 The MLT MnS producer provides a response to the consumer indicating whether the request was accepted.
If the request is accepted, the MLT MnS producer decides when to start the ML training with consideration of the request(s) from the consumer(s). Once the training is decided, the producer performs the followings:
-	selects the training data, with consideration of the consumer provided candidate training data. Since the training data directly influences the algorithm and performance of the trained ML Entity, the MLT MnS producer may examine the consumer's provided training data and decide to select none, some or all of them. In addition, the MLT MnS producer may select some other training data that are available;
-	trains the ML entity using the selected training data;
-	provides the training results (including the location of the trained ML model or entity , etc.) to the MLT MnS consumer(s).
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The ML training may be initiated by the MLT MnS producer, for instance as a result of performance evaluation of the ML model, based on feedback or new training data received from the consumer, or when new training data which are not from the consumer describing the new network status/events become available.
When the MLT MnS producer decides to start the ML training, the producer performs the followings:
-	selects the training data;
-	trains the ML entity using the selected training data; 
-	provides the training results (including the location of the trained ML entity, etc.) to the MLT MnS consumer(s) who have subscribed to receive the ML training results.
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For a given machine learning-based use case, different entities that apply the respective ML model or AI/ML inference function may have different inference requirements and capabilities. For example, one consumer with specific responsibility and wish to have an AI/ML inference function supported by an ML model or  entity trained for city central business district where mobile users move at speeds not exceeding 30 km/hr. On the other hand, another consumer, for the same use case may support a rural environment and as such wishes to have an ML model and AI/ML inference function fitting that type of environment. The different consumers need to know the available versions of ML entities, with the variants of trained ML models or entities and to select the appropriate one for their respective conditions.
Besides, there is no guarantee that the available ML models/entities have been trained according to the characteristics that the consumers expect. As such the consumers need to know the conditions for which the ML models or ML entities have been trained to then enable them to select the models that are best fit to their conditions and needs.
The models that have been trained may differ in terms of complexity and performance. For example, a generic comprehensive and complex model may have been trained in a cloud-like environment but such a model cannot be used in the gNB and instead, a less complex model, trained as a derivative of this generic model, could be a better candidate. Moreover, multiple less complex models could be trained with different levels of complexity and performance which would then allow different relevant models to be delivered to different network functions depending on operating conditions and performance requirements. The network functions need to know the alternative models available and interactively request and replace them when needed and depending on the observed inference‑related constraints and performance requirements.
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This machine learning capability relates to means for managing and controlling ML model/entity training processes.
To achieve the desired outcomes of any machine learning relevant use-case, the ML model applied for such analytics and decision making, needs to be trained with the appropriate data. The training may be undertaken in a managed function or in a management function.
In either case, the network (or the OAM system thereof) not only needs to have the required training capabilities but needs to also have the means to manage the training of the ML models/entities. The consumers need to be able to interact with the training process, e.g., to suspend or restart the process; and also need to manage and control the requests related to any such training process.
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Traditionally, the ML models/entities (e.g., ML entity1 and ML entity2 in figure 6.2.2.5-1) are trained on good quality data, i.e. data that were collected correctly and reflected the real network status to represent the expected context in which the ML entity is meant to operate. Good quality data is void of errors, such as:
-	Imprecise measurements, with added noise (such as RSRP, SINR, or QoE estimations).
-	Missing values or entire records, e.g., because of communication link failures.
-	Records which are communicated with a significant delay (in case of online measurements).
Without errors, an ML entity can depend on a few precise inputs, and does not need to exploit the redundancy present in the training data. However, during inference, the ML entity is very likely to come across these inconsistencies. When this happens, the ML entity shows high error in the inference outputs, even if redundant and uncorrupted data are available from other sources.


Figure 6.2.2.5-1: The propagation of erroneous information
As such the system needs to account for errors and inconsistencies in the input data and the consumers should deal with decisions that are made based on such erroneous and inconsistent data. The system should:
1)	enable functions to undertake the training in a way that prepares the ML entities to deal with the errors in the training data, i.e., to identify the errors in the data during training; 
2)	enable the MLT MnS consumers to be aware of the possibility of erroneous input data that are used by the ML entity.
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Table 6.2.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_TRAIN-FUN-01
	The MLT MnS producer shall have a capability allowing the  consumer to request ML training.
	ML training requested by consumer (clause 6.2.2.1)

	REQ- ML_TRAIN-FUN-02
	The MLT MnS producer shall have a capability allowing the consumer to specify the data sources containing the candidate training data for ML training.
	ML training requested by consumer (clause 6.2.2.1)

	REQ- ML_TRAIN-FUN-03
	The MLT MnS producer shall have a capability allowing the consumer to specify the inference type of the ML model entity to be trained.
	ML training requested by consumer (clause 6.2.2.1)

	REQ- ML_TRAIN-FUN-04
	The MLT MnS producer shall have a capability to provide the training result to the consumer.
	ML training requested by consumer (clause 6.2.2.1), /ML training initiated by producer (clause 6.2.2.2)

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	REQ-ML_SELECT-01
	3GPP management system shall have the capability to enable an authorized consumer to discover the characteristics of available models including the contexts under which each of the models was trained.
	ML model and ML entity selection (clause 6.2.2.3)

	REQ-ML_SELECT-02
	3GPP management system shall have the capability to enable an authorized consumer to select an ML model.
	ML models and ML entity selection  (clause 6.2.2.3)

	REQ-ML_SELECT-03
	The MLT MnS producer shall have the capability to enable an authorized consumer to request for a model to be trained to satisfy the consumer's expectations.
	ML training requested by consumer (clause 6.2.2.1),  ML model and ML entity selection  (clause 6.2.2.3)

	REQ-ML_SELECT-04
	3GPP management system shall have the capability to enable an authorized consumer to request for information and be informed about the available alternative models of differing complexity and performance.
	ML model and ML entity selection (clause 6.2.2.3)

	REQ-ML_SELECT-05
	3GPP management system shall have the capability to enable an authorized consumer to request one of the known or available alternative models of differing complexity and performance to be used for inference.
	ML model and ML entity selection (clause 6.2.2.3)

	REQ-ML_SELECT-06
	The 3GPP management system shall have a capability to provide a selected ML model/entity to the consumer.
	ML model and ML entity selection (clause 6.2.2.3)

	REQ-ML_TRAIN- MGT-01
	The MLT MnS producer shall have a capability allowing an authorized consumer to manage and configure one or more requests for the training of specific ML models or ML entities, e.g. to modify the characteristics of the request or to delete a request. 
	ML training requested by consumer (clause 6.2.2.1),Managing ML Training Processes (clause 6.2.2.4)

	REQ-ML_TRAIN- MGT-02
	The MLT MnS producer shall have a capability allowing an authorized consumer to manage and configure one or more training processes, e.g. to start, suspend or restart the training; or to adjust the training conditions and/or characteristics.
	ML training requested by consumer (clause 6.2.2.1),
Managing ML training processes (clause 6.2.2.4)

	REQ-ML_TRAIN- MGT-03
	3GPP management system shall have the capability to enable an authorized consumer (e.g. the function/entity different from the function that generated a request for ML model/entity training) to request for a report on the outcomes of a specific training instance.
	Managing ML training processes (clause 6.2.2.4)

	REQ-ML_TRAIN- MGT-04
	3GPP management system shall have the capability to enable an authorized consumer to define the reporting characteristics related to a specific training request or training instance.
	Managing ML training processes (clause 6.2.2.4)

	REQ-ML_TRAIN- MGT-05
	3GPP management system shall have the capability to enable the MLT function to report to any authorized consumer about specific ML Training process and/or report about the outcomes of any such ML training process.
	Managing ML training processes (clause 6.2.2.4)

	REQ-ML_ERROR-01
	The 3GPP management system shall enable an authorized consumer of data services (e.g. an MLT function) to request from a producer of data services a Value Quality Score of the data, which is the numerical value that represents the dependability/quality of a given observation and measurement type.
	Handling errors in data and ML decisions (clause 6.2.2.5)

	REQ-ML_ERROR-02
	The 3GPP management system shall enable an authorized consumer of AI/ML decisions (e.g. a controller) to request ML decision confidence score which is the numerical value that represents the dependability/quality of a given decision generated by an AI/ML-inference function.
	Handling errors in data and ML decisions (clause 6.2.2.5)

	REQ-ML_ERROR-03
	The 3GPP management system shall enable a producer of data services (e.g. a gNB) to provide to an authorized consumer (e.g. an MLT function) a Value Quality Score of the data, which is the numerical value that represents the dependability/quality of a given observation and measurement type.
	Handling errors in data and ML decisions (clause 6.2.2.5)

	REQ-ML_ERROR-04
	The 3GPP management system shall enable a producer of ML decisions (e.g. an AI/ML inference function) to provide to an authorized consumer of AI/ML decisions (e.g. a controller) an AI/ML decision confidence score which is the numerical value that represents the dependability/quality of a given decision generated by the inference  function.
	Handling errors in data and ML decisions (clause 6.2.2.5)
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6.2a.1	ML model training
6.2a.1.1		Description
In operational environment before the ML entity is deployed to conduct inference, the ML model associated with the ML entity needs to be trained (e.g. by ML training function which may be a separate or an external entity to the AI/ML inference function). The ML model training can be initial training or re-training of an already trained ML entity.
The ML model is trained by the ML training (MLT) MnS producer, and the training can be triggered by request(s) from one or more MLT MnS consumer(s), or initiated by the MLT MnS producer (e.g., as a result of model performance evaluation).
6.2a.1.2	Use cases
6.2a.1.2.1	ML model training requested by consumer
The ML training capabilities are provided by an MLT MnS producer to one or more consumer(s).
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Figure 6.2a.1.2.1-1: ML training requested by MLT MnS consumer
The ML training may be triggered by the request(s) from one or more MLT MnS consumer(s). The consumer may be for example a network function, a management function, an operator, or another functional differentiation.
To trigger an initial ML training, the MnS consumer needs to specify in the ML training request the inference type which indicates the function or purpose of the ML entity, e.g. CoverageProblemAnalysis. The MLT MnS producer can perform the initial training according to the designated inference type. To trigger an ML re-training, the MnS consumer needs to specify in the ML training request the identifier of the ML entity to be re-trained. 
The consumer may provide the data source(s) that contain(s) the training data which are considered as inputs candidates for training. To obtain the valid training outcomes, consumers may also designate their requirements for model performance (e.g. accuracy, etc) in the training request.
The performance of the ML entity depends on the degree of commonality between the distribution of the data used for training and the distribution of the data used for inference. As time progresses, the distribution of the input data used for inference might change as compared to the distribution of the data used for training. In such a scenario, the performance of the ML entity degrades over time. The MLT MnS producer may re-train the ML model associated to the entity if the inference performance of the ML entity falls below a certain threshold, which needs to be configurable by the MnS consumer.
Following the ML training request by the MLT MnS consumer, the MLT MnS producer provides a response to the consumer indicating whether the request was accepted.
If the request is accepted, the MLT MnS producer decides when to start the ML training with consideration of the request(s) from the consumer(s). Once the training is decided, the producer performs the followings:
-	selects the training data, with consideration of the consumer provided candidate training data. Since the training data directly influences the algorithm and performance of the trained ML Entity, the MLT MnS producer may examine the consumer's provided training data and decide to select none, some or all of them. In addition, the MLT MnS producer may select some other training data that are available;
-	trains the ML model using the selected training data;
-	provides the training results (including the identifier of the ML entity generated from the initially trained ML model or the version number of the ML entity associated with the re-trained model, training performance results, etc.) to the MLT MnS consumer(s).
6.2a.1.2.2	ML training initiated by producer
The ML training may be initiated by the MLT MnS producer, for instance as a result of performance evaluation of the ML model, based on feedback or new training data received from the consumer, or when new training data which are not from the consumer describing the new network status/events become available.
When the MLT MnS producer decides to start the ML training, the producer performs the followings:
-	selects the training data;
-	trains the ML model using the selected training data; 
-	provides the training results (including the identifier of the ML entity generated from the initially trained ML model or the version number of the ML entity associated with the re-trained model, training performance, etc.) to the MLT MnS consumer(s) who have subscribed to receive the ML training results.
6.2a.1.2.3	ML model and ML entity selection
For a given machine learning-based use case, different entities that apply the respective ML model or AI/ML inference function may have different inference requirements and capabilities. For example, one consumer with specific responsibility and wish to have an AI/ML inference function supported by an ML model or  entity trained for city central business district where mobile users move at speeds not exceeding 30 km/hr. On the other hand, another consumer, for the same use case may support a rural environment and as such wishes to have an ML model and AI/ML inference function fitting that type of environment. The different consumers need to know the available versions of ML entities, with the variants of trained ML models or entities and to select the appropriate one for their respective conditions.
Besides, there is no guarantee that the available ML models/entities have been trained according to the characteristics that the consumers expect. As such the consumers need to know the conditions for which the ML models or ML entities have been trained to then enable them to select the models that are best fit to their conditions and needs.
The models that have been trained may differ in terms of complexity and performance. For example, a generic comprehensive and complex model may have been trained in a cloud-like environment but such a model cannot be used in the gNB and instead, a less complex model, trained as a derivative of this generic model, could be a better candidate. Moreover, multiple less complex models could be trained with different levels of complexity and performance which would then allow different relevant models to be delivered to different network functions depending on operating conditions and performance requirements. The network functions need to know the alternative models available and interactively request and replace them when needed and depending on the observed inference‑related constraints and performance requirements.
6.2a.1.2.4	Managing ML training processes
This machine learning capability relates to means for managing and controlling ML model training processes.
To achieve the desired outcomes of any machine learning relevant use-case, the ML model applied for such analytics, needs to be trained with the appropriate data. The training may be undertaken in a managed function or in a management function.
In either case, the network (or the OAM system thereof) not only needs to have the required training capabilities but needs to also have the means to manage the training of the ML models. The consumers need to be able to interact with the training process, e.g., to suspend or restart the process; and also need to manage and control the requests related to any such training process.
6.2a.1.2.5	Handling errors in data and ML decisions
Traditionally, the ML models/entities (e.g., ML entity1 and ML entity2 in figure 6.2a.1.2.5-1) are trained on good quality data, i.e. data that were collected correctly and reflected the real network status to represent the expected context in which the ML entity is meant to operate. Good quality data is void of errors, such as:
-	Imprecise measurements, with added noise (such as RSRP, SINR, or QoE estimations).
-	Missing values or entire records, e.g., because of communication link failures.
-	Records which are communicated with a significant delay (in case of online measurements).
Without errors, an ML entity can depend on a few precise inputs, and does not need to exploit the redundancy present in the training data. However, during inference, the ML entity is very likely to come across these inconsistencies. When this happens, the ML entity shows high error in the inference outputs, even if redundant and uncorrupted data are available from other sources.


Figure 6.2a.1.2.5-1: The propagation of erroneous information
As such the system needs to account for errors and inconsistencies in the input data and the consumers should deal with decisions that are made based on such erroneous and inconsistent data. The system should:
1)	enable functions to undertake the training in a way that prepares the ML entities to deal with the errors in the training data, i.e., to identify the errors in the data during training; 
2)	enable the MLT MnS consumers to be aware of the possibility of erroneous input data that are used by the ML entity.
6.2a.1.2.6	ML entity joint training
Each ML entity supports a specific type of inference. An AI/ML inference function may use one or more ML entities to perform the inference(s). When multiple ML entities are employed, these ML entities may operate together in a coordinated way, such as in a sequence, or even a more complicated structure. In this case, any change in the performance of one ML entity may impact another, and consequently impact the overall performance of the whole AI/ML inference function. 
There are different ways in which the group of ML entities may coordinate. An example is the case where the output of one ML entity can be used as input to another ML entity forming a sequence of interlinked ML entities. Another example is the case where multiple ML entities provide the output in parallel (either the same output type where outputs may be merged (e.g., using weights), or their outputs are needed in parallel as input to another ML entity. The group of ML entities needs to be employed in a coordinated way to support an AI/ML inference function. 
Therefore, it is desirable that the ML models associated with these coordinated ML entities can be trained or re-trained jointly, so that the group of these ML entities can complete a more complex task jointly with better performance.
The ML entity joint training may be initiated by the MLT MnS producer or the MLT MnS consumer, with the grouping of the ML entities shared by the MLT MnS producer with the MLT MnS consumer.
6.2a.1.2.7	ML entity validation performance reporting
During the ML training process, the generated ML entity needs to be validated. The purpose of ML validation is to evaluate the performance of the ML entity when performing on the validation data, and to identify the variance of the performance on the training data and the validation data. The training data and validation data are of the same pattern as they normally split from the same data set with a certain ratio in terms of quantity of the data samples.
In the ML training, the ML entity is generated based on the learning from the training data, and validated using the validation data. The performance of the ML entity has tight dependency on the data (i.e., training data) from which the ML entity is generated. Therefore, an ML entity performing well on the training data may not necessarily perform well on other data e.g., while conducting inference. If the performance of ML entity is not good enough according to the result of ML validation, the ML entity will be tuned (the model associated with it be re-trained) and validated again. The process of ML entity tuning and validation is repeated by the ML training function, until the performance of the ML entity meets the expectation on both training data and validation data. The MnS producer subsequently selects one or more ML entities with the best level of performance on both training data and validation data as the result of the ML training, and reports accordingly to the consumer. The performance of each selected ML entity on both training data and validation data also needs to be reported.
The performance result of the validation may also be impacted by the ratio of the training data and the validation data. MnS consumer needs to be aware of the ratio of training data and the validation data, coupled with the performance score on each data set, in order to be confident about the performance of ML entity. 
6.2a.1.3	Requirements for ML training
Table 6.2a.1.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_TRAIN-FUN-01
	The MLT MnS producer shall have a capability allowing an authorized MLT MnS consumer to request ML training.
	ML training requested by consumer (clause 6.2a.1.2.1)

	REQ- ML_TRAIN-FUN-02
	The MLT MnS producer shall have a capability allowing the authorized MLT MnS consumer to specify the data sources containing the candidate training data for ML training.
	ML training requested by consumer (clause 6.2a.1.2.1)

	REQ- ML_TRAIN-FUN-03
	The MLT MnS producer shall have a capability allowing the authorized MLT MnS consumer to specify the inference type of the ML entity to be trained.
	ML training requested by consumer (clause 6.2a.1.2.1)

	REQ- ML_TRAIN-FUN-04
	The MLT MnS producer shall have a capability to provide the training result to the MLT MnS consumer.
	ML training requested by consumer (clause 6.2a.1.2.1), ML training initiated by producer (clause 6.2a.1.2.2)

	REQ- ML_TRAIN-FUN-05
	The MLT MnS producer shall have a capability allowing an authorized MLT MnS consumer to configure the thresholds of the performance measurements and/or KPIs to trigger the re-training of an ML entity. (See Note)
	ML training initiated by producer (clause 6.2a.1.2.2)

	REQ- ML_TRAIN-FUN-06
	The MLT MnS producer shall have a capability to provide the version number of the ML entity and the time when it is generated by ML re-training to the authorized MLT MnS consumer.
	ML training requested by consumer (clause 6.2a.1.2.1), /ML training initiated by producer (clause 6.2a.1.2.2)

	REQ- ML_TRAIN-FUN-07
	The MLT MnS producer shall have a capability allowing an authorized MLT MnS consumer to manage the training process, including starting, suspending, or resuming the training process, and configuring the ML context for ML training.
	ML training requested by consumer (clause 6.2a.1.2.1), ML training initiated by producer (clause 6.2a.1.2.2), ML entity joint training (clause 6.2a.1.2.6)

	REQ- ML_TRAIN-FUN-08
	The MLT MnS producer should have a capability to provide the grouping of ML entities to an authorized MLT MnS consumer to enable coordinated inference.
	ML entity joint training (clause 6.2a.1.2.6)

	REQ- ML_TRAIN-FUN-09
	The MLT MnS producer should have a capability to allow an authorized MLT MnS consumer to request joint training of a group of ML entities.
	ML entity joint training (clause 6.2a.1.2.6)

	REQ- ML_TRAIN-FUN-10
	The MLT MnS producer should have a capability to jointly train a group of ML entities and provide the training results to an authorized consumer.
	ML entity joint training (clause 6.2a.1.2.6)

	REQ-ML_SELECT-01
	3GPP management system shall have a capability to enable an authorized MLT MnS consumer to discover the characteristics of available ML entitiesincluding the contexts under which each of the models associated with the entities were trained.
	ML model and ML entity selection (clause 6.2a.2.3)

	REQ-ML_SELECT-02
	3GPP management system shall have a capability to enable an authorized MLT MnS consumer to select an ML entity.
	ML models and ML entity selection  (clause 6.2a.2.3)

	REQ-ML_SELECT-03
	The MLT MnS producer shall have a capability to enable an authorized MLT MnS consumer to request for a model to be trained to satisfy the consumer's expectations.
	ML training requested by consumer (clause 6.2a.2.1),  ML model and ML entity selection  (clause 6.2a.2.3)

	REQ-ML_SELECT-04
	3GPP management system shall have a capability to enable an authorized MLT MnS consumer to request for information and be informed about the available alternative ML entities of differing complexity and performance.
	ML model and ML entity selection (clause 6.2a.2.3)

	REQ-ML_SELECT-05
	3GPP management system shall have a capability to enable an authorized MLT MnS consumer to request one of the known or available alternative models of differing complexity and performance to be used for inference.
	ML model and ML entity selection (clause 6.2a.2.3)

	REQ-ML_SELECT-06
	The 3GPP management system shall have a capability to provide a selected ML entity to the authorized MLT MnS consumer.
	ML model and ML entity selection (clause 6.2a.2.3)

	REQ-ML_TRAIN- MGT-01
	The MLT MnS producer shall have a capability allowing an authorized consumer to manage and configure one or more requests for the specific ML training, e.g. to modify the characteristics of the request or to delete a request. 
	ML training requested by consumer (clause 6.2a.2.1),Managing ML Training Processes (clause 6.2a.2.4)

	REQ-ML_TRAIN- MGT-02
	The MLT MnS producer shall have a capability allowing an authorized MLT MnS consumer to manage and configure one or more training processes, e.g. to start, suspend or restart the training; or to adjust the training conditions and/or characteristics.
	ML training requested by consumer (clause 6.2a.2.1),
Managing ML training processes (clause 6.2a.2.4)

	REQ-ML_TRAIN- MGT-03
	3GPP management system shall have a capability to enable an authorized MLT MnS consumer (e.g. the function/entity different from the function that generated a request for ML training) to request for a report on the outcomes of a specific training instance.
	Managing ML training processes (clause 6.2a.2.4)

	REQ-ML_TRAIN- MGT-04
	3GPP management system shall have a capability to enable an authorized MLT MnS consumer to define the reporting characteristics related to a specific training request or training instance.
	Managing ML training processes (clause 6.2a.2.4)

	REQ-ML_TRAIN- MGT-05
	3GPP management system shall have a capability to enable the MLT function to report to any authorized MLT MnS consumer about specific ML training process and/or report about the outcomes of any such ML training process.
	Managing ML training processes (clause 6.2a.2.4)

	REQ-ML_ERROR-01
	The 3GPP management system shall enable an authorized consumer of data services (e.g. an MLT function) to request from a producer of data services a Value Quality Score of the data, which is the numerical value that represents the dependability/quality of a given observation and measurement type.
	Handling errors in data and ML decisions (clause 6.2a.2.5)

	REQ-ML_ERROR-02
	The 3GPP management system shall enable an authorized consumer of AI/ML decisions (e.g. a controller) to request ML decision confidence score which is the numerical value that represents the dependability/quality of a given decision generated by an AI/ML-inference function.
	Handling errors in data and ML decisions (clause 6.2a.2.5)

	REQ-ML_ERROR-03
	The 3GPP management system shall enable a producer of data services (e.g. a gNB) to provide to an authorized consumer (e.g. an MLT function) a Value Quality Score of the data, which is the numerical value that represents the dependability/quality of a given observation and measurement type.
	Handling errors in data and ML decisions (clause 6.2a.2.5)

	REQ-ML_ERROR-04
	The 3GPP management system shall enable a producer of ML decisions (e.g. an AI/ML inference function) to provide to an authorized consumer of ML decisions (e.g. a controller) an AI/ML decision confidence score which is the numerical value that represents the dependability/quality of a given decision generated by the inference  function.
	Handling errors in data and ML decisions (clause 6.2a.2.5)

	REQ-ML_VLD-01
	The MLT MnS producer should have a capability to validate the ML entities during the ML training process and report the performance of the ML entities on both the training data and validation data to the authorized consumer.
	ML entity validation performance reporting (clause 6.2a.1.2.7)

	REQ-ML_VLD-02
	The MLT MnS producer should have a capability to report the ratio (in terms of quantity of data samples) of the training data and validation data used during the ML training and validation process.
	ML entity validation performance reporting (clause 6.2a.1.2.7)

	NOTE:	The performance measurements and KPIs are specific to each type (i.e., the inference type that the ML entity supports) of ML entity.



6.2a.2	Performance management for ML training 
6.2a.2.1	Description
In the ML model training phase (including training and validation), the performance of ML entity needs to be evaluated. The performance is the degree to which the ML entities fulfils the objectives for which it was trained and can be evaluated for training data as training performance or for testing data as testing performance. The related performance indicators need to be collected and analyzed. 
6.2a.2.2	Use cases
6.2a.2.2.1	Performance indicator selection for ML training and testing
The ML model training function may support training for single or different kinds of ML models and may support the capability to evaluate each kind of ML entity by one or more performance indicators. 
The MnS consumer may prefer to use some performance indicator(s) over others to evaluate one kind of ML entity. The performance indicators for training and testing mainly include the following aspects:
-	ML training resource performance indicators: the performance indicators of the system that trains the ML entity, e.g., "training duration" etc.
-	ML performance indicators: performance indicators of the ML entity itself, e.g., "accuracy", "precision", "F1 score", etc., which apply for both training and testing.
Therefore, the MnS producer for ML training and testing needs to provide the name(s) of supported performance indicator(s) for the MnS consumer to query and select for ML entity performance evaluation. The MnS consumer may also need to provide the performance requirements of the ML entity using the selected performance indicators.
The MnS producer for ML training and testing uses the selected performance indicators for evaluating ML training and testing, and reports with the corresponding performance score in the ML training report or ML testing report when the training or testing is completed.
6.2a.2.2.2	ML entity performance indicators query and selection for ML training and testing
The ML entity performance evaluation and management is needed during training and testing phase. The related performance indicators need to be collected and analyzed. The MnS producer of ML training or testing should determine which indicators are needed, i.e., select some indicators based on the use case and use these indicators for performance evaluation. 
The ML MnS consumer or testing may have different requests on AI/ML performance, depending on its use case and requirements, which may imply that different performance indicators may be relevant for performance evaluation. The MnS producer for ML training/testing can be queried to provide the information on supported performance indicators referring to ML entity training/testing phase. Such performance indicators in training phase may be for example accuracy/precision/recall/F1-score/MSE/MAE /confusion matrix, and in test phase may be data drift in data statistics.  Based on supported performance indicators in different phase as well as based on consumer’s requirements, the MnS consumer for ML training or ML testing may request a sub-set of supported performance indicators to be monitored and used for performance evaluation. Management capabilities are needed to enable the MnS consumer for ML training or ML testing to query the supported performance indicators and select a sub-set of performance indicators in training  phase to be used for performance evaluation.
6.2a.2.2.3	MnS consumer policy-based selection of ML entity performance indicators for ML training and testing
ML entity performance evaluation and management is needed during ML training  phase. The related performance indicators need to be collected and analysed. The MnS producer for ML training  should determine which indicators are needed or may be reported, i.e., select some indicators based on the service and use these indicators for performance evaluation. 
The MnS consumer for ML training or testing may have differentiated levels of interest in the different performance dimensions or metrics. Thus, depending on its use case, the AI/ML MnS consumer may indicate the preferred behaviour and performance requirement that needs to be considered during training or testing of/from the ML entity by the ML MnS producer for ML training or testing. These performance requirements need not indicate the technical performance indicators used for ML training, testing or inference, such as "accuracy" or "precision" or "recall" or "Mean Squared Error" etc. The ML MnS consumer for ML training or testing may not be capable enough to indicate the performance metrics to be used for training or testing. 
6.2a.2.3	Requirements for ML training and testing performance management
Table 6.2a.2.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_TRAIN_PM-1
	The ML Training or Testing MnS producer of the 3GPP management system shall have a capability to allow an authorized consumer to get the capabilities about what kind of ML models the ML training function or ML testing function is able to train or test.
	Performance indicator selection for ML training  (clause 6.2a.2.2.1)

	REQ-ML_TRAIN_PM-2
	The ML Training or Testing MnS producer of the 3GPP management system shall have a capability to allow an authorized consumer to query what performance indicators are supported by the ML training function or ML testing function for each kind of ML entity.
	Performance indicator selection for ML training  (clause 6.2a.2.2.1)

	REQ-ML_TRAIN_PM-3
	The ML Training or Testing MnS producer of the 3GPP management system shall have a capability to allow an authorized consumer to select the performance indicators from those supported by the ML training function or ML testing function for reporting the training or testing performance for each kind of ML entity.
	Performance indicator selection for ML training  (clause 6.2a.2.2.1)

	REQ-ML_TRAIN_PM-4
	The ML Training MnS producer of the 3GPP management system shall have a capability to allow an authorized consumer to provide the performance requirements for the ML model training using the selected the performance indicators from those supported by the ML training function.
	Performance indicator selection for ML training  (clause 6.2a.2.2.1)



6.2a.3	ML testing
6.2a.3.1	Description
During ML entity training phase, after the training and validation, the ML entity needs to be tested to evaluate the performance of the ML entity when it conducts inference using the testing data. Testing may involve interaction with third parties (besides the developer of the ML training function), e.g., the operators may use the ML training function or third-party systems/functions that may rely on the inference results computed by the ML entity for testing. 
If the testing performance is not acceptable or does not meet the pre-defined requirements, the consumer may request the ML training producer to re-train the ML model with specific training data and/or performance requirements.
6.2a.3.2	Use cases
6.2a.3.2.1	Consumer-requested ML entity testing
After receiving an ML training report about a trained ML entity from the ML training MnS producer, the consumer may request the ML testing MnS producer to test the ML entity before applying it to the target inference function. 
The ML testing is to conduct inference on the tested ML entity using the testing data as inference inputs and produce the inference output for each testing dataset example.
The ML testing MnS producer may be the same as or different from the ML training MnS producer.
After completing the ML testing, the ML testing MnS producer provides the testing report indicating the success or failure of the ML testing to the consumer. For a successful ML testing, the testing report contains the testing results, i.e., the inference output for each testing dataset example.
The ML testing MnS producer needs to have the capabilities to provide the services needed to enable the consumer to request testing and receive results on the testing of an ML entity. 
6.2a.3.2.2	Producer-initiated ML entity testing
The ML entity testing may also be initiated by the MnS producer, after the ML entity is trained and validated. A consumer (e.g., an operator) may still need to define the policies (e.g., allowed time window, maximum number of testing iterations, etc.) for the testing of a given ML entity. The consumer may pre-define performance requirements for the ML entity testing and allow the MnS producer to decide on whether re-training/validation need to be triggered. Re-training may be triggered by the testing MnS producer itself based on the performance requirements supplied by the MnS consumer.
6.2a.3.2.3	Joint testing of multiple ML entities 
A group of ML entities may work in a coordinated manner for complex use cases. In such cases an ML entity is just one step of the inference processes of an AI/ML inference function, with the inference outputs of an ML entity as the inputs to the next ML entity. 
The group of ML entities is generated by the ML training function. The group, including all contained ML entities, needs to be tested. After the ML testing of the group, the MnS producer provides the testing results to the consumer.
NOTE:	This use case is about the ML entities testing during the training phase and is irrelevant to the testing cases that the ML entities have been deployed.
6.2a.3.3	Requirements for ML testing
	Table 6.2a.3.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_TEST-1
	The ML testing MnS producer shall have a capability to allow an authorized consumer to request the testing of a specific ML entity. 
	Consumer-requested ML entity testing (clause 6.2a.3.2.1)

	REQ-ML_TEST-2
	The ML testing MnS producer shall have a capability to trigger the testing of an ML entity and allow the MnS consumer to set the policy for the testing.
	Producer-initiated ML entity testing (6.2a.3.2.2)

	REQ-ML_TEST-3
	The ML testing MnS producer shall have a capability to report the performance of the ML entity when it performs inference on the testing data.
	Consumer-requested ML entity testing (clause 6.2a.3.2.1), and 
producer-triggered ML entity testing (clause 6.2a.3.2.2)


	REQ-ML_TEST-4
	The ML testing MnS producer shall have a capability allowing an authorized consumer to request the testing of a group of ML entities.
	Joint testing of multiple ML entities (clause 6.2a.3.2.3)
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