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1
Decision/action requested

The group is asked to endorse the detailed proposal in section 4.
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3
Rationale

Service profile is used to represent SLS associated with network slices (as described in clause 6.3.3.1 of TS 28.541 [1], the GST defined by GSMA NG.116 [3] and the service performance requirements defined in 3GPP TS 22.261 [4] and TS 22.104 [5] are all considered as input for the network slice related requirements). Slice profiles (represented by SliceProfile, RANSliceSubnetProfile, CNSliceSubnetProfile and TopSliceSubnetProfile) are used to represent the set of requirements for the network slice subnets. 
To fulfil or evaluate, i.e. feasibility check, the end-to-end SLS requirements of the network slice, the requirements should be decomposed for each network slice subnet and translated to SliceProfile. Each network slice subnet needs to fulfil or evaluate, i.e. feasibility-check, the requirements in the SliceProfile to assure end-to-end SLS for the network slice. 
This discussion paper clarifies the necessity of the ServiceProfile and the SliceProfile attribute “jitter”. 

Observation #1: 

ServiceProfile attribute “jitter” is specified as “An attribute specifies the deviation from the desired value to the actual value when assessing time parameters.” in clause 6.4.1 of TS 28.541 [1]. 

The current definition does not provide a comprehensive description and unit for the jitter attribute.

Additionally, “jitter” requirement is not captured by QoS characteristics, i.e. 5QI, although clause 6.23 of TS 22.261 [4] describes the QoS monitoring and assurance with the requirements that include jitter as one of the parameters. “Packet Delay Budget” is defined as a QoS attribute, “Jitter” and “Packet Delay Budget” are however different characteristics. While “Packet Delay Budget” is an upper bound for the time that a packet may be delayed between the UE and the N6 termination point at the UPF (clause 5.7.3.4 of TS 23.501 [7]). “Jitter” is the mean deviation of the difference in packet spacing at the receiver compared to the sender for a pair of packets. The deviation is also defined in Annex C.4.4 of TS 22.104. How to calculate Jitter is defined in Section 6.4.1 of RFC3550. Even though RFC3550 itself defines RTP(Real-time Transport Protocol), the calculation method of  Jitter is application agnostic. SA WG2 also refers the same definition, obsoleted by RFC3550, and study a solution, which NFs measure Jitter and enforce a policy to minimize the Jitter, in Clause 6.31 of TR.23.700-60 [8].
As described in Table 5.7.3-1 of TS 22.847 [9], "Jitter" attribute is basically required along with Delay, i.e. "Packet Delay Budget" or "Latency". Therefore, the scope of "Jitter" should be same as that of "Latency", which means between UE as sender and N6 termination point at UPF as receiver for a packet. Similarly, the attribute could be separately defined as "uLJitter" and "dLJitter", as the same as those of "Latency".
Recommendation #1: 
Attribute jitter in ServiceProfile specifies the mean deviation of the difference in packet spacing at the receiver compared to the sender for a pair of packets, as interarrival jitter defined in Section 6.4.1 of RFC3550 [2]. The deviation is also defined in Annex C.4.4 of TS 22.104 [5]. RFC3550 [2] Appendix "A.8 Estimating the Interarrival Jitter" defines jitter calculation mechanism for the networks that transmit real-time data. 
It is proposed to update the description of jitter attribute as below: 

	jitter
	An attribute specifies the mean deviation (millisecond) of the difference in packet spacing at the receiver compared to the sender for a pair of packets through the RAN, CN and TN part of an end-to-end network slice or, the RAN or CN domain of a network slice, i.e., RAN or CN slice subnet. See interarrival jitter in Section 6.4.1 of RFC3550[x]. The deviation is also defined in Annex C.4.4 of TS 22.104[51].

	type: Real

multiplicity: 1

isOrdered: N/A

isUnique: N/A

defaultValue: False

isNullable: True


Observation #2: 

To fulfil or evaluate the requirement of end-to-end jitter (in ServiceProfile), it is necessary to manage the jitter in each domain, i.e., RAN, Core and Transport domain. It is not possible to provide NetworkSlice instance so as to meet the attributes of the ServiceProfile without the awareness of the attribute for the constituent NetworkSliceSubnet instances.
The network slice SLS attribute “jitter” is defined in ServiceProfile, but is not represented in SliceProfile (including RANSliceSubnetProfile, CNSliceSubnetProfile and TopSliceSubnetProfile). Hence end-to-end jitter requirement cannot be translated to network slice subnet level requirements. 

The jitter requirements in service profile may be decomposed by the network slice producer for each network slice subnet based on the deployment. 

As an example, in the case that NSI is composed of multiple RAN NSSIs, NSSI per geographical area, and only a CN NSSI 1, and transport network. Jitter for each slice profile must fulfil the following:

Jitter(NSI) >= Jitter(RAN NSSI A) + Jitter(CN NSSI 1) + Jitter(TN Network) 
&&

Jitter(NSI) >= Jitter(RAN NSSI B) + Jitter(CN NSSI 1) + Jitter(TN Network)
&&

…
Note: The transport requirements are not in the scope of 3GPP SA5, however, the network slice provisioning management service provider, via the network slice subnet provisioning management service provider, sends the transport network related requirements (derived from the end-to-end network slice requirement) to the TN Manager via the network slice subnet provisioning management service provider (Refer to clause 5.1.1 of TS 28.531 [5]). The “jitter” requirement may be decomposed by the network slice producer for the TN domain and sent to the TN manager. One of the most promising NBIs of TN manager, draft-ietf-teas-ietf-network-slice-nbi-yang [10], is defining Jitter as one of their managed attributes.
Recommendation #2:
Jitter attribute which is applicable for RAN and Core needs to be supported in RANSliceSubnetProfile, CNSliceSubnetProfile and TopSliceSubnetProfile.

4
Detailed proposal

Based on the observations in clause 3, it is proposed to endorse the following:
1. ServiceProfile (defined in TS 28.541 [1]) attribute “jitter” is a valid SLA attribute and hence should be retained. 

2. Update the description of jitter in clause 6.4.1 of TS 28.541 [1] as “An attribute specifies the mean deviation (millisecond) of the difference in packet spacing at the receiver compared to the sender for a pair of packets through the RAN, CN and TN part of an end-to-end network slice or, the RAN or CN domain of a network slice, i.e., RAN or CN slice subnet. See interarrival jitter in Section 6.4.1 of RFC3550[x]. The deviation is also defined in Annex C.4.4 of TS 22.104[51].”
3. Introduce attribute jitter to RANSliceSubnetProfile, CNSliceSubnetProfile and TopSliceSubnetProfile in TS 28.541 [1].
