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1	Decision/action requested
The group is requested to take the content for information
2	Minutes
Group 1: Inference function modelling
-	S5-236650r1  Rel-18 Input to draft CR TS 28.105 ML Inference NRM (Nokia, Nokia Shanghai Bell) (Stephen Mwanje)
I: prefers to not have too many generic concepts that may confuse the reader. MDA function in 28.104 is already generic... all specific functions can inherit from it. This MDA function can contain multiple capabilities... Our preference is to model in concrete IOCs.
N: focus on modeling the functional capabilities that depend on ML. Not MDA function, it's rather an IOC that helps in getting/deriving analytics. We define inference as an entity relying on the ML code. Multiple functions that support the analytics delivery... (same applies to other categories). Otherwise we need to standardize one inference function for each functionality. With SON example, SON function can use an inference "behind" it to derive certain SON outcomes. These two should not be coupled together.
H: Prefer concrete IOCs for inference functions (there are not too many permutations). Generic Q to the group - what is the inference outcome for MDA?
I: from the consumer perspective there is no difference. From the manager perspective, there is difference... association with ML entities... the management of MDA sees the difference.
H: For the outcome, there is no difference. Therefore there is no need for a new IOC (representing inference function)
NEC: we are not duplicating anything, we model AI/ML part (inference part). And we address the requirements from the other WGs. 
N: the challenges are that specific inference functions don't match the expectations on managing AI/ML (are you going to re-model SON functions because they got AI/ML inside?). Proposes to model inference as re-useable construct (not coupled with SON function itself).
I: RAN3 feedback - they don't tie SON functionality with AI/ML. These should be managed separately.
Rapporteur: the agreement is to model the inference functions as individual IOCs and we model the common properties of the inference as generic IOC. The relationship between individual and common is inheritance.
H: sees the value in the common IOC to capture the common properties... expresses concern with inheritance - we do have generic MDA function. Multiple inheritance may be needed in some cases.
DT: the disagreements seem to focus on the instances - one side tries to prohibit instances of a generic "parent", while other insists that both options should be allowed. This seems to be the essence of the argument.
Rapporteur: the remaining disagreement is on whether the common (parent) IOC is allowed to be instantiated or it has to be prevented from instantiation by making it abstract.
Show of hands:
 - option 1: make the parent (generic inference) IOC abstract (i.e. instantiations are not allowed) - 2 hands (NEC amd Intel)
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 - option 2: make the parent (generic inference) IOC "normal" (i.e. instantiations are allowed) - 4 hands (E///, DT, Huawei, Nokia)
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Conclusion: option 2 (non-abstract parent) is preferred, Intel is OK(ish) too.[image: A diagram of a diagram
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To be merged with 6478 and 6543 (only the agreed modeling concepts to be captured in the revision, all other aspects to be dropped)
-	S5-236478  Rel-18 draftCR TS 28.105 Add solution for AIML inference function management (Huawei) (xiaoli Shi)
I: this contribution does not represent the concern expressed by H in the previous contribution (inheritance vs. name containment)
To be merged with 6650 and 6543 (only the agreed modeling concepts to be captured in the revision, all other aspects to be dropped)-	S5-236814d1  Add use case and requirements for AIML inference configuration management (China Mobile) (Yushuang Hu)
I: the revision d1 does not address our concern. The configuration should be function-specific. For configuration we cannot have this generic use case (the parameters will be function-specific). The activation can be generic. The parameters will be different for each function.
N: if there are different parameters in each function, they remain different... but the configuration action remains the same
I: for management of AI we need to know what is being configured.
E: we've sent written comments offline... there is no improvement in the d1 version. It's unclear what problem is being solved. The UC text seems to be not accurate. The requirement seems to not add much value.
DT: we also don't see d1 version as improvement (our previous concerns are not resolved).
Rapporteur: proposes to continue the discussion of this contribution offline to potentially reach acceptable content. (it may be doable).
E: we'd like to see the need (motivation for the new content) before we dive into detailed discussion of the content.
DT: we observe that according to the requirements, both consumer and producer can configure the inference function... but what happens in case of a conflict between them (what configuration prevails?)? If the two requirements are combined, the "to inform" part should be separated... (same comment has been conveyed before, but still not resolved).
-	S5-236543 Input to DraftCR 28.105 Add NRMs for RAN intelligence functions (Intel, NEC) (Yizhi Yao)
To be merged with 6478 and 6650 (only the agreed modeling concepts to be captured in the revision, all other aspects to be dropped)


Group 2: Inference history
-	S5-236686  Rel-18 Input to draft CR TS 28.105 ML Inference History NRM (Nokia, Nokia Shanghai Bell, NTT DOCOMO) (Tejas Subramanya)
-	S5-236685  Rel-18 Input to draft CR TS 28.105 ML Inference History use case and requirements (Nokia, Nokia Shanghai Bell, NEC, NTT DOCOMO) (Tejas Subramanya)
-	S5-236826  Add use case and requirements for tracking AI/ML inference decision and context (China Mobile) (Yushuang Hu)

Group 3: ML entity Loading
-	S5-236938d1  Input to DraftCR 28.105 Add use case and requirements for ML entity loading (Intel, NEC, CATT) (Yizhi Yao)
I: the term still needs to be clarified/agreed (whether it's loading or deployment, transfer, etc...)
N: proposes to agree the term based on the process behind this term... (making it available for use in the inference function). Means the term definition becomes clear.
[bookmark: _Hlk147868398]E: agrees with the need to express the "making it available for use in the inference function" action. The term "deployment" is wrong - other terms can be considered.
[bookmark: _Hlk147868552]Editing effort: " ML entity loading: the process (a.k.a. a sequence of atomic actions) of making a trained ML entity available for use at the target AI/ML inference function."
The term "loading" may be revisited - this is to be captured as EN.
The relationship between SA5 processes and RAN, SA1 (model transfer) and SA2 (NWDAF) processes may be investigated later - this is to be captured as an EN.
N: with the agreed definition, we could focus on the rest of the contribution... the second definition should be non-duplicating/non-controversial... proposes to change it to "something else"
I: the "management" includes the following actions - to trigger, control and/or monitor the loading process
Editing effort: " ML entity loading management: allowing the MnS consumer to trigger, control and/or monitor the ML entity loading process."
N: all the rest of the contribution 6.4.1.2 need to be revised (offline) - N will provide comments
H: will provide offline comments as well
Conclusion - revision is needed (potential for co-signing by N, E and H)
-	S5-236545  Input to DraftCR 28.105 Add NRMs for ML entity loading (Intel, NEC, CATT) (Yizhi Yao)
N: has concerns with the proxy class and the loading entity - who name contains the request seems to be problematic.
Conclusion - a revision may be possible based on the offline discussion between authors and N
-	S5-236818  Add use case and requirements for ML entity loading control and monitoring (China Mobile) (Yushuang Hu)
Rapporteur: this is to be merged in to the revision of the 938d1
-	S5-236680  Rel-18 Input to DraftCR 28.105 add AI ML management capabilities for ML deployment and inference (China Mobile Com. Corporation) (Sheng GAO)

Group 4: ML training activation
-	S5-236410  Rel18 Input to draft CR TS 28.105 Use case and requirements for ML Training activation (Nokia, Nokia Shanghai Bell, NTT DOCOMO, Intel) (Sean Sun)
-	S5-236655  Rel-18 Input to draft CR TS 28.105 ML Training policy-based activation (Nokia, Nokia Shanghai Bell) (Stephen Mwanje)
-	S5-236681  Rel-18 Input to Draft CR 28.105 Modification on ML training initiated by producer (China Mobile Com. Corporation) (Sheng GAO)
-	S5-236825  Add use case and requirements for pre-processed event data for ML training (China Mobile) (Yushuang Hu)

Group 5: ML update
-	S5-236366  Rel-18 Input to draft CR TS 28.105 Complete ML Update Solution (Nokia, Nokia Shangai Bell) (Sivaramakrishnan Swaminathan)
-	S5-236544  Input to DraftCR 28.105 Correction of ML update related IOCs (Intel, NEC) (Yizhi Yao)
-	S5-236684  Rel-18 Input to Draft CR 28.105 Modification on description of AIML update control (China Mobile Com. Corporation) (Sheng GAO)

Group 6: AI/ML inference Emulation
-	S5-236652 Rel-18 Input to draft CR TS 28.105 ML Inference emulation Requirements (Nokia, Nokia Shanghai Bell, NTT DOCOMO, NEC) - Stephen Mwanje
-	S5-236657 Rel-18 Input to draft CR TS 28.105 ML Inference emulation NRM (Nokia, Nokia Shanghai Bell) - Stephen Mwanje
-	S5-236683 Rel-18 Input to Draft CR 28.105 Add use cases for ML emulation phase (China Mobile Com. Corporation) - Sheng GAO

Group 7: Corrections
-	S5-236782 pCR Input to DraftCR TS 28.105 Harmonize usage of ML model and entity (Ericsson Limited) -Zhulia Ayani
I: prefers to define ML entity as "implementation of ML model"
E: ML model is an algorithm... the ML entity is an artefact generated as a result of ML training
I: when you train, you generate a model... how you encode/encapsulate it is not standardized
E: ML entity is a "deliverable"
N: ML entity is an artefact (represented by a modeled object). How do we capture "based on ML model" property?
E: concern is that the algorithm is not what is being delivered
I: proposed text: "ML entity is a manageable artefact of an ML model"
NEC: does it mean that the ML entity does not exist until the training is complete (before the model is trained)?
CMCC: what is "manageable" aspect?
E: e.g. versioning, etc... something that can be activated
CMCC: is it model with versioning capabilities?
E: model is something that has to be protected
CMCC: is the ML entity an acting/functioning thing or just a container for the (encrypted/protected) model with some metadata?
N: it's an "envelope" containing the model and all the necessary data to make it useable (i.e. it's part of a runnable function, not runnable function itself)
E: there can be several entities working cooperatively... one of them is the ML entity (but it's not a standalone self-sufficient thing)
CMCC: ok with the clarification (as it's not touching the "image based model transfer" known to other SDOs)
I/DT: unhappy with the note " NOTE: This term is often used during inference as ML model is not visible "
E: will remove the note
H: concern with the term "ML training" - needs to be aligned with initial and re-training (addressed by H contribution)
Conclusion to be revised with the following text: "ML entity is a manageable artefact of an ML model"
-	S5-236806 CR correction of IOC Name (Ericsson) - Zhulia Ayani
-	S5-236476 Rel-18 draftCR TS 28.105 Corrections of term of AIML management (Huawei) - xiaoli Shi
E: we don't train the entity... 
I: need to be merged with the revision of 6782
DT/E: NOTE 3 should be removed (taken care of by E CR)
Conclusion - merge needs to happen... then the revision will be revisited.
-	S5-236477 Rel-18 draftCR TS 28.105 corrections for ML performance indicator selection (Huawei) -xiaoli Shi 
-	S5-236797 Rel-18 CR 28.105 Correction of attribute properties (Ericsson Limited ) - Zhulia Ayani
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