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1	Decision/action requested
The group is asked to discuss and approve the proposal.
2	References
[1]	SP-211442: "New SID on deterministic communication service assurance"
[2]	S5-234729: "draft TR 28.865 Study on deterministic communication service assurance"; v0.5.0
3	Rationale
This tdoc addresses the conclusion of issue#1 provisioning of network functions related to determininstic communication service and provide proposals for the normative work.
4	Detailed proposal
This document proposes the following changes in TR 28.865.

	[bookmark: _Toc384916784][bookmark: _Toc384916783]1st Change



[bookmark: _Toc100759226]5	Issues and potential solutions
Editor's note: this clause will contain the issues and potential solutions for deterministic communication service assurance. Relation and potential enhancements to eCOSLA will also be studied for the related key issues.
[bookmark: _Toc136281104][bookmark: _Toc100759242]5.1X	Issue #1: General requirement and performance analysis related to deterministic communication service Provisioning of network functions related to deterministic communication service 
Editor's note: this clause will contain the description and potential solutions for provisioning of network functions related to deterministic communication service, e.g. URLLC related network functions, 5GS integration with TSN related network functions.
[bookmark: _Toc136281105]5.1X.1	Description
Editor’s note: This clause provides a description of the issue#1.
[bookmark: _Toc136281106]5.1X.1.1	Analysis of requirements related to deterministic communication service
The concept of deterministic communication service is described in TS 22.261, TS 22.104 and TS 23.501 respectively.
In TS 22.261:
Communication in automation in vertical domains follows certain communication patterns. The most well-known is periodic deterministic communication, others are a-periodic deterministic communication and Smart Grid.
In TS 22.104:
[bookmark: _Hlk528846214]Communication services supporting cyber-physical control applications need to be ultra-reliable, dependable with a high communication service availability, and often require low or (in some cases) very low end-to-end latency.
Communication in automation in vertical domains follows certain communication patterns. The most well-known is periodic deterministic communication, others are aperiodic deterministic communication and non-deterministic communication.
Determinism refers to whether the delay between transmission of a message and receipt of the message at the destination address is stable (within bounds). Usually, communication is called deterministic if it is bounded by a given threshold for the latency/transmission time. In case of a periodic transmission, the variation of the interval is bounded.
In Table 5.2.1 in TS 22.104, Periodic deterministic communication service performance requirements are provided for some cyber-physical control services, e.g. Motion control, video-operated remote control etc. The requirements are classified in characteristic parameter and influence quantity parameters.
The characteristic parameters include the following:
· Communication service reliability: mean time between failures;
· End-to-end latency: maximum the time that it takes to transfer a given piece of information from a source to a destination, measured at the communication interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination [2];
· Service bit rate: user experienced data rate;
· Message size [byte]

The Influence quantity parameters include the following:
· Transfer interval: target value
· Survival time
· # of UEs
· Service area

Some additional requirements may be considered for the provisioning of network functions related to deterministic communication based on existing ServiceProfile defined in TS 28.541[5].
For deterministic communication, the end-to-end latency requirement is stringent and defined as the service performance requirement in TS 22.261 [2] and TS 22.104 [3]. The latency between the (last) UPF and application server should be considered. It is described in NG.116 [6] but not reflected in existing ServiceProfile in TS 28.541 [5].
According to the requirements defined for periodic deterministic communications in TS 22.104 [3], there are some relationships or constraints among the end-to-end latency, Transfer interval and SurvivalTime. These relationships or conditions may be added. For example, the end-to-end latency should be not greater than the transfer interval value.
According to different activity patterns and communication patterns, the communication means used need to be deterministic since typically an activity response from the receiver and/or the receiving application is expected. The periodic communication pattern has been included in TS 28.541 [5], requirements related to aperiodic pattern may also be considered.
Synchronicity is important for deterministic communication services in the 5G system, it has been included in in TS 28.541 [5]. The 5G system supports enhanced timing resiliency in collaboration with different types of time sources (e.g., GNSS, TBS/MBS, Sync over Fiber) to provide a robust time synchronization. Additional requirements regarding 5G timing resiliency may be considered for deterministic communications. Some new requirements to extend the ServiceProfile may be needed.
-		Latency from (last) UPF to Application Server;
The descriptions in NG.116 [6] for this attribute may be introduced: This optional attribute specifies maximum or worst-case one-way latency between UPF, and application server offered by the slice. This does not include latency introduced by the application server. The boundary of the “application server” is defined by the application domain, which may simply be a server, or may for example be front ended by a load balancer provided by the application.
-		relationships or constraints among the end-to-end latency, transfer interval and survival time;
The following condition may be added to the ServiceProfile: 
(1) The end-to-end latency should be not greater than the transfer interval value;
(2) The survival time is one or multiple of the transfer interval value;
-		additional communication patterns related attributes, e.g. requirements of aperiodic pattern;
Aperiodic deterministic communication is without a pre-set sending time, but still with stringent requirements on timeliness and availability of the communication service. The impacts on ServiceProfile are FFS.
-		5G Timing Resiliency related attributes, e.g. different types of time sources such as GNSS, TBS/MBS and Sync over Fiber etc;
The 5G Timing Resiliency may be supported to provide a robust time synchronization.
In summary, some additional attributes may need to be included in the serviceProfile in the following Table A:
Table A: Additional requirements in the serviceProfile
	Attribute Name
	Description

	endToEndLatency
	The definition of End-to-end latency in TS 22.261 [2].

	latencyUpfToAppServer
	This optional attribute specifies maximum or worst-case one-way latency between UPF, and application server offered by the slice [6].

	timingResilience
	This optional attribute specifies the different types of time sources such as GNSS, TBS/MBS and Sync over Fiber etc;



[bookmark: _Toc136281107]5.X.1.2	Analysis of network functions and management aspects related to deterministic communication service
[Omit……]
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[bookmark: _Toc136281108]5.1X.2	Potential solutions
[bookmark: _Toc136281109]5.1X.2.1a	Potential solution #1: Report of achievable reliability information
[bookmark: _Toc136281110]5.1X.2.1a.1	Introduction
Editor's Note:	This clause describes briefly the potential solution for issue#1 at a high-level.
According to the deterministic communication service requirements, the consumer should be able to obtain the achievable reliability information.
[bookmark: _Toc136281111]5.1X.2.1a.2	Description
Editor's Note:	This clause further details the potential solution and any assumptions made for issue#1.
In TS 22.261 [2], the definition of reliability is as follows: in the context of network layer packet transmissions, percentage value of the packets successfully delivered to a given system entity within the time constraint required by the targeted service out of all the packets transmitted. The attribute reliability is included as one of the requirements in ServiceProfile and SliceProfile in TS 28.541 [5]. There are at least two types of reliability information which may need to be conveyed to the MnS consumer, one type is the reliability fulfilment status according to the reliability requirement, and the other type is the achievable reliability of the service provider when a MnS consumer query the network slice capability.
For a network slice which support the deterministic communication service, its achievable reliability information should be made available to the MnS consumer. The achievable reliability should be different with different conditions of time constraints, capacity and number of redundant links etc, Therefore, the achievable reiliability information should be provided to the MnS consumer in combination with the corresponding time constraits, number of users, number of PDU sessions and number of redundant links. MDA may be used to provide some new additional analytics report of the achievable reliability information of the network slice based on the service requirements and available network slice resources. The analytics outputs are listed in the following Table B.

Table B: MDA analytics outputs of achievable reliability of a network slice
	Attribute Name
	Description

	achievableDlReliability
	The achievable downlink reliability that a network slice capability could support, the definition of dlReliability requirement is defined in TS 28.541 [5].

	achievableUlReliability
	The achievable uplink reliability that a network slice capability could support, the definition of dlReliability requirement is defined in TS 28.541 [5].



[bookmark: _Toc136281112]5.1X.2.2a	Potential solution #23: Service and network analysis 
[bookmark: _Toc136281113]5.1X.2.2a.1	Introduction
Editor's Note:	This clause describes briefly the potential solution for issue#1 at a high-level.
The purpose of service and network analysis is to identify service experience and network performance degradation issues for network optimization. Based on the analysis results, network optimization solutions are used to improve the service experience and network performance, e.g. reconfiguration of network resource and/or parameters to reduce the latency and increase data rates.
3GPP management system should provide the analytical information of service experience and network performance related to deterministic communication service, especially for latency, throughput, and positioning because there are more stringent requirements. MDA capabilities of SLS analysis may be consumed or enhanced for this purpose. MDA capabilities of SLS analysis include service experience analysis, network slice throughput analysis, E2E latency analysis etc.

[bookmark: _Toc136281114]5.1X.2.2a.2	Description
Editor's Note:	This clause further details the potential solution and any assumptions made for issue#1.
The analytics information may include issues and possible causes of the performance metrics that do not meet the deterministic communication services requirements, as listed in the following aspects:
Latency analytics:
MDA type of E2E latency related issue analysis in SLS analysis group may be consumed or enhanced for latency analysis, currently the analytics output contain e2ELatencyIssueId, e2ELatencyIssueType and affectedObjects. The e2ELatencyIssueType can indicate the enumerated values RAN latency issue and CN latency issue, further information may be provided as follows.
· Latency issues which are out of time boundary constraints with the applied reliability requirement, e.g. latency of RAN or CN part exceeding the configured PDB (packet delay budget);
· Jitter exceeds the predefined threshold etc; 
· BurstArrivalTime issues, data transfer or reception interval issues, e.g. some of the transfer intervals do not conform to the configured periodicy;
· Possible causes of the latency issues, e.g., coverage, interference, and parameter configurations etc;

Reliability analytics:
In TS 22.261 [2], the definition of reliability is as follows: in the context of network layer packet transmissions, percentage value of the packets successfully delivered to a given system entity within the time constraint required by the targeted service out of all the packets transmitted. In TS 28.541 [5], the reliability is included in ServiceProfile and SliceProfile as one of the requirements. 
The correlation analysis of reliability and latency should be provided. Reliability fulfilment status should be considered within the survival time constraints rather than the average value for a long duration. The packet loss rate together with the applied latency costraints may be provided. Reliability fulfilment status should be considered from the end to end perspective. The end to end reliability is determined by the least reliability value of all the concerned domains or communication segments. The analytics output of reliability may contain the domain demarcation information, for example, the analysis may indicate whether the realiability issue reside in RAN, CN, both RAN and CN, or other aspects.
Synchronization analytics:
In TS 28.541 [5], the synchronization is included in ServiceProfile and SliceProfile as one of the requirements. 
The analytics output of synchronization may contain the following information:
· latency issues caused by synchronization
· synchronization accuracy information
· recommendation of 5G timing resiliency configuration etc

TSN related analytics:
From the management aspects for DCSA, it is expected that the MDA capabilities support TSN related analysis.
For the support of 5GS integration with TSN for deterministic communication services, the TSCAI information is provided by 5GC to 5G RAN for optimal scheduling of time-sensitive services.
It is expected that the MDA capability of TSN related analysis for DCSA should be able to obtain the service performance information from the TSN AF, TSCAI information from the 5GC, the observed service experience analysis from the NWDAF etc. Potential information may include:
Service performance data from the TSN AF:
· The service performance data associated with the communication session of the UE with an Application Server that includes: Average Packet Delay, Average Loss Rate and Throughput.
TSCAI information from the 5GC:
· The Periodicity, Burst Arrival Time, and Survival Time.
Observed service experience analytics result from the NWDAF, as specified in TS 23.288 [X]
The MDA performs correlation analysis and may indicate demarcation information of the potential latency issues, e.g. whether the potential issues exist within 3GPP domain or outside of the 3GPP domain.

Throughput analytics:
MDA type network slice throughput analysis in SLS analysis group may be consumed or enhanced for throughput analysis. Currently some throughput statistics and predictions are provided. More analytics regarding the guaranteed flow bit rate may be considered.
· Throughput far below the guaranteed requirement or excessive throughput etc;

Positioning analytics:
More accuracy of positioning is required for deterministic communications, the positioning related analysis may be considered.
· Positioning accuracy issues;

Editor's Note: These positioning related analytics outputs will not be revisitedincluded in the conclusion part because it may be out of the scope of management perspective. 
The corresponding network are optimized if needed based on the analytical report. The optimization results may be reported to the consumer for monitoring or further processing.
In summary, some additional attributes may need to be provided by the MDA analytics report in the following Table C:
Table C: MDA analytics outputs of network and service performance
	Attribute Name
	Description

	latencyDeterministic
	A data type which is used for deterministic latency analytics output container, which may include the issues of latency out of boundary, excessive jitter, unstable transfer intervals etc as described above in this clause.

	reliabilityDeterministic
	A data type which is used for deterministic reliability analytics output container, which may include the realiability issues reside in RAN, CN, both RAN and CN, or other aspects. etc as described above in this clause.

	throughputDeterministic
	A data type which is used for deterministic throughput analytics output container, which may include the issues of throughput statistics and predictions that are far below the guaranteed requirement or excessive throughput etc as described above in this clause.

	synchronization
	A data type which is used for analytics output container for synchronization issues that do not meet the deterministic communication services, which may include the latency issues, synchronization accuracy, timing resilience configurations etc as described above in this clause.

	tSNInfo
	A data type which is used for analytics output container for TSN related information, which may include the service performance data from the TSN AF, TSCAI information from the 5GC, Observed service experience analytics result from the NWDAF etc as described above in this clause.

	positioningInfo
	A data type which is used for analytics output container for positioning related information, which may include the positioning accurancy issues etc as described above in this clause.



[bookmark: _Toc136281115]5.1X.3	Conclusion - Impact on normative work
Editor's Note:	This clause provides the conclusion from the aspect of impact on normative work for issue#1.
The network functions related to deterministic communication service from RAN and core network perspective are studied and summarized in clause 5.X.1. Requirements of management capability are identified regarding provisioning of URLLC, Industry IoT and 5GS integration with TSN related network functions etc in clause 5. x.1.2. Potential solutions regarding the service requirements and analysis of latency, reliability and synchronization aspects etc are studied in clause 5.X.2. The management of general aspects for the network functions supporting deterministic communication service should be considered for the normative work:
· New requirements regarding deterministic latency with time boundary constraints, and data packet level reliability within the survival time, e.g. the impacts on serviceProfile, sliceProfile, and the corresponding performance measurements reporting.
· Impacts on MDA capability and the analytics information related to latency, reliability, synchronization, 5GS Integration with TSN, and throughput which are essential for the support of deterministic communication service.

	End of change



