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1
Decision/action requested

The group is asked to discuss the content and decide upon list of actions
2
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Rationale

This paper highlights number of areas of potential overlaps between SA5 specifications and other WGs in the 3GPP. The overlap relates to both existing specification contents as well as future planned potential specifications. The objective of this discussion is to highlight those areas of potential overlap and determine the required actions (e.g., outgoing LSs) to establish some cooperation correspondence that leads to addressing and resolving those potential overlap issues. 
4
Discussions 
During the discussions of topics in SA5, including e.g., the AI/ML management (AIML_MGT) and the Enhancement of the Management Aspects related to NWDAF (MANWDAF) some potential overlaps have been identified.

4.1 
SA2 Stage 2 eNA (TS23.288)
*****************Start of text quotation from TS23.288*****************
4
Reference Architecture for Data Analytics

……………..

As depicted in Figure 4.2.0-3, the 5G System architecture allows NWDAF containing Analytics logical function (AnLF) to use trained ML model provisioning services from another NWDAF containing Model Training logical function (MTLF).

NOTE 2:
Analytics logical function and Model Training logical function are described in clause 5.1.
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Figure 4.2.0-3: Trained ML Model Provisioning architecture
--------------------

6.2A
Procedure for ML Model Provisioning
6.2A.0
General

This clause presents the procedure for the ML Model provisioning.

An NWDAF containing AnLF may be locally configured with (a set of) IDs of NWDAFs containing MTLF and the Analytics ID(s) supported by each NWDAF containing MTLF to retrieve trained ML models or may use the NWDAF discovery procedure specified in clause 5.2 for discovering NWDAFs containing MTLF. An NWDAF containing MTLF may determine that further training for an existing ML model is needed when it receives the ML model subscription or the ML model request.

NOTE:
ML Model provisioning/sharing between multiple MTLFs is not supported in this Release of the specification.

6.2A.1
ML Model Subscribe/Unsubscribe

The procedure in Figure 6.2A.1-1 is used by an NWDAF service consumer, i.e. an NWDAF containing AnLF to subscribe/unsubscribe at another NWDAF, i.e. an NWDAF containing MTLF, to be notified when ML Model Information on the related Analytics becomes available, using Nnwdaf_MLModelProvision services as defined in clause 7.5. The ML Model Information is used by an NWDAF containing AnLF to derive analytics. The service is also used by an NWDAF to modify existing ML Model Subscription(s). An NWDAF can be at the same time a consumer of this service provided by other NWDAF(s) and a provider of this service to other NWDAF(s).


[image: image2.emf]NWDAF 

Service Consumer

NWDAF containing

MTLF

1. Nnwdaf_MLModelProvision_Subscribe/

 

Nnwdaf_MLModelProvision_Unsubscribe 

2. Nnwdaf_MLModelProvision_Notify 


Figure 6.2A.1-1: ML Model for analytics subscribe/unsubscribe

 1.
The NWDAF service consumer (i.e. an NWDAF containing AnLF) subscribes to, modifies, or cancels subscription for a (set of) trained ML Model(s) associated with a/an (set of) Analytics ID(s) by invoking the Nnwdaf_MLModelProvision_Subscribe / Nnwdaf_MLModelProvision_Unsubscribe service operation. The parameters that can be provided by the NWDAF service consumer are listed in clause 6.2A.2. The service consumer optionally indicates its support for multiple ML models if available.


When a subscription for a trained ML model associated with an Analytics ID is received, the NWDAF containing MTLF may:

-
determine whether existing trained ML Model(s) can be used for the subscription; or

-
determine whether triggering further training for the existing trained ML models is needed for the subscription.


If the NWDAF containing MTLF determines that further training is needed, this NWDAF may initiate data collection from NFs, (e.g. AMF/DCCF/ADRF), UE Application (via AF) or OAM as described in clause 6.2, to generate the ML model.


If the service invocation is for a subscription modification or subscription cancelation, the NWDAF service consumer includes an identifier (Subscription Correlation ID) to be modified in the invocation of Nnwdaf_MLModelProvision_Subscribe.

2.
If the NWDAF service consumer subscribes to a (set of) trained ML model(s) associated to a (set of) Analytics ID(s), the NWDAF containing MTLF notifies the NWDAF service consumer with:

-
a set of pair(s) of unique ML Model Identifier and ML Model Information associated with each Analytics ID requested by the service consumer.

NOTE 1:
The structure and format of the ML Model identifier and its uniqueness are up to stage 3.

NOTE 2:
Parameters defined for Multiple ML models are for Analytics accuracy enhancement.


by invoking Nnwdaf_MLModelProvision_Notify service operation. The content of trained ML Model Information that can be provided by the NWDAF containing MTLF is specified in clause 6.2A.2.


The NWDAF containing MTLF also invokes the Nnwdaf_MLModelProvision_Notify service operation to notify an available re-trained ML model when the NWDAF containing MTLF determines that the previously provided trained ML Model required re-training at step 1.


When the step 1 is for a subscription modification (i.e. including Subscription Correlation ID), the NWDAF containing MTLF may provide either a new trained ML model different to the previously provided one, or re-trained ML model by invoking Nnwdaf_MLModelProvision_Notify service operation.

6.2A.2
Contents of ML Model Provisioning
The consumers of the ML model provisioning services (i.e. an NWDAF containing AnLF) as described in clause 7.5 and clause 7.6 may provide the input parameters as listed below:

-
Information of the analytics for which the requested ML model is to be used, including:

-
A list of Analytics ID(s): identifies the analytics for which the ML model is used.

-
NF consumer information: identifies the vendor of NWDAF containing AnLF.

NOTE 1:
NF consumer information such as Vendor ID is defined in Stage 3.

-
[OPTIONAL] Use case context: indicates the context of use of the analytics to select the most relevant ML model ML model.

NOTE 2:
The NWDAF containing MTLF can use the parameter "Use case context" to select the most relevant ML model, when several ML models are available for the requested Analytics ID(s). The values of this parameter are not standardized.

-
[OPTIONAL] ML Model Interoperability Information. This is vendor-specific information that conveys, e.g., requested model file format, model execution environment, etc. The encoding, format, and value of ML Model Interoperable Information is not specified since it is vendor specific information, and is agreed between vendors, if necessary for sharing purposes.

-
[OPTIONAL] ML Model Filter Information: enables to select which ML model for the analytics is requested, e.g. S-NSSAI, Area of Interest. Parameter types in the ML Model Filter Information are the same as parameter types in the Analytics Filter Information which are defined in procedures.

-
[OPTIONAL] Target of ML Model Reporting: indicates the object(s) for which ML model is requested, e.g. specific UEs, a group of UE(s) or any UE (i.e. all UEs).

-
[OPTIONAL] Requested representative ratio: a minimum percentage of UEs in the group whose data is a non-empty set and can be used in the model training when the Target of ML Model Reporting is a group of UEs.

-
ML Model Reporting Information with the following parameters:

-
(Only for Nnwdaf_MLModelProvision_Subscribe) ML Model Reporting Information Parameters as per Event Reporting Information Parameter defined in Table 4.15.1-1, TS 23.502 [3].

-
[OPTIONAL] ML Model Target Period: indicates time interval [start, end] for which ML model for the Analytics is requested. The time interval is expressed with actual start time and actual end time (e.g. via UTC time).

-
[OPTIONAL] Inference Input Data information: contains information about various settings that are expected to be used by AnLF during inferences such as:

-
the "Input Data" that are expected be used, each of them optionally accompanied by metrics that show the granularity with which this data will be used (i.e., a sampling ratio, the maximum number of input values, and/or a maximum time interval between the samples of this input data).

NOTE 3:
This can be a subset of the possible Input Data specified for a certain analytics type.

-
the data sources that are expected to be used as a list of NF instance (or NF set) identifiers.

-
A Notification Target Address (+ Notification Correlation ID) as defined in clause 4.15.1 of TS 23.502 [3], allowing to correlate notifications received from the NWDAF containing MTLF with this subscription.

-
[OPTIONAL] Indication of supporting multiple ML models.

-
[OPTIONAL] Accuracy level(s) of Interest.

-
[OPTIONAL] Time when model is needed: indicates the latest time when the consumer expects to receive the ML model(s).

-
[OPTIONAL] Number of ML model(s), indicating the maximum number of Multiple ML models the ML Model provider e.g. NWDAF(MTLF) could provide to the consumers of the ML model(s).

NOTE 4:
Multiple ML models Filter Information are composed by Indication of supporting multiple ML models, Accuracy level(s) of Interest, Number of ML model(s).

-
[OPTIONAL] ML Model Monitoring Information: This is information provided to the NWDAF containing MTLF which may include ML Model metric (i.e. ML Model Accuracy.), ML model monitoring reporting mode (Accuracy reporting interval or pre-determined status (ML Model Accuracy threshold(s)). Depending on the reporting mode, the NWDAF containing MTLF reports the model accuracy to NWDAF containing AnLF either periodically or when the ML model accuracy is crossing an ML Model Accuracy threshold, i.e. the accuracy either becomes higher or lower than the ML Model Accuracy threshold.

-
[OPTIONAL] ML Model Accuracy Monitoring Information with the following parameters:

-
[OPTIONAL] Analytics Accuracy Threshold: indicating the accuracy threshold of the ML Model requested by the consumer. It also can be used as an indication that the MTLF is triggered to execute the accuracy monitoring operations for the ML Model provisioned to AnLF.

-
[OPTIONAL] DataSetTag and ADRF ID if available: indicates the inference data (including input data, prediction and the ground truth data at the time which the prediction refers to) stored in ADRF which can be used by MTLF to retrain or reprovision of the ML model.

The NWDAF containing MTLF provides to the consumer of the ML model provisioning service operations as described in clause 7.5 and 7.6, the output information as listed below:

-
(Only for Nnwdaf_MLModelProvision_Notify) The Notification Correlation Information.

-
For each Analytics ID requested by the service consumer, a set of pair (s) of unique ML Model identifier and the ML model Information.


ML Model Information, which includes:

-
the ML model file address (e.g. URL or FQDN); or

-
[OPTIONAL] ML model degradation indicator: indicates whether the provided ML model is degraded.

-
[OPTIONAL] Validity period: indicates time period when the provided ML Model Information applies.

-
[OPTIONAL] Spatial validity: indicates Area where the provided ML Model Information applies.

-
[OPTIONAL] ML model representative ratio: indicating the percentage of UEs in the group whose data is used in the ML model training when the Target of ML Model Reporting is a group of UEs.

-
[OPTIONAL] Training Input Data Information: contains information about various settings that have been used by MTLF during training, such as:

-
the "Input Data" that have been used, each of them optionally accompanied by metrics that show the data characteristics and granularity with which this data has been used (i.e. a sampling ratio, the maximum number of input values, and/or a maximum time interval between the samples of this input data, data range including maximum and minimum values, mean and standard deviation and data distribution when applicable) and the time, i.e. timestamp and duration, when this data was obtained.

-
the data sources related to the "Input Data" that were used for ML model training.

-
ADRF (Set) ID.


When ADRF (Set) ID is provisioned, a Storage Transaction ID may also be provisioned.

NOTE 5:
This can be a subset of the possible Input Data specified for a certain analytics type.

-
the data sources that have been used as a list of NF instance (or NF set) identifiers.

NOTE 6:
Spatial validity and Validity period are determined by MTLF internal logic and it is a subset of AoI if provided in ML Model Filter Information and of ML Model Target Period, respectively.

NOTE 7:
Data source information enables ML Model selection when different models are available for an Analytics ID, or it enables a consumer to avoid selecting a ML model that used data from a specific data source at a particular time or used data characterized by specific data characteristics.

-
[OPTIONAL]ML Model Accuracy Information: indicates the accuracy of the ML model if analytics accuracy threshold is requested, which includes:

-
the accuracy information of the ML model.

-
[OPTIONAL] ML model metric (i.e. ML Model Accuracy).

6.2A.3
ML Model request

The procedure in Figure 6.2A.3-1 is used by an NWDAF service consumer, i.e. an NWDAF containing AnLF to request and get from another NWDAF, i.e. an NWDAF containing MTLF ML Model Information, using Nnwdaf_MLModelInfo services as defined in clause 7.6. The ML Model Information is used by an NWDAF containing AnLF to derive analytics. An NWDAF can be at the same time a consumer of this service provided by other NWDAF(s) and a provider of this service to other NWDAF(s).
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Figure 6.2A.3-1: ML model Request

1.
The NWDAF service consumer (i.e. an NWDAF containing AnLF) requests a (set of) ML Model(s) associated with a/an (set of) Analytics ID(s) by invoking Nnwdaf_MLModelInfo_Request service operation. The parameters that can be provided by the NWDAF Service Consumer are listed in clause 6.2A.2. The service consumer optionally indicates its support for multiple ML models if available.


When a request to an ML Model Information for the Analytics is received, the NWDAF containing MTLF may:

-
determine whether existing trained ML Model(s) can be used for the request; or

-
determine whether triggering further training for the existing trained ML models is needed for the request.


If the NWDAF containing MTLF determines that further training is needed, this NWDAF may initiate data collection from NFs, (e.g. AMF/DCCF/ADRF), UE Application (via AF) or OAM as described in clause 6.2, to generate the ML model.

2.
The NWDAF containing MTLF responds to the NWDAF service consumer by invoking Nnwdaf_MLModelInfo_Request response service operation including:

-
a set of pair(s) of unique ML Model identifier and the ML Model Information for each Analytics ID that the NWDAF service consumer requests.

The content of ML Model Information that can be provided by the NWDAF containing MTLF is specified in clause 6.2A.2.
---------------------------

7.5
Nnwdaf_MLModelProvision services
7.5.1
General

Service Description: This service enables the consumer to receive a notification when an ML model matching the subscription parameters becomes available.

When the subscription is accepted by the NWDAF containing MTLF, the consumer NF, i.e. the NWDAF containing Analytics Logical Function, receives from the NWDAF an identifier (Subscription Correlation ID) allowing to further manage (modify, delete) this subscription. The modification of ML model subscription can be enforced by NWDAF based on operator policy and configuration.

7.5.2
Nnwdaf_MLModelProvision_Subscribe service operation

Service operation name: Nnwdaf_MLModelProvision_Subscribe.

Description: Subscribes to NWDAF ML model provision with specific parameters.

Inputs, Required: (set of) Analytics ID(s) defined in Table 7.1-2, Notification Target Address (+ Notification Correlation ID).

Inputs, Optional: Subscription Correlation ID (in the case of modification of the ML model subscription), ML Model Filter Information to indicate the conditions for which ML model for the analytics is requested and Target of ML Model Reporting to indicate the object(s) for which ML model is requested (e.g. specific UEs, a group of UE(s) or any UE (i.e. all UEs)), Requested representative ratio, ML Model Reporting Information (including e.g. ML Model Target Period), Expiry time, Use case context, Inference Input Data information, indication of support for multiple ML models, multiple ML models Filter Information to indicate the conditions for which multiple ML models are requested, ML Model Interoperability Information, Time when model is needed, ML Model Monitoring Information, ML Model Accuracy Monitoring Information( including e.g. Analytics Accuracy Threshold, DataSetTag and ADRF ID).

Outputs Required: When the subscription is accepted: Subscription Correlation ID (required for management of this subscription), Expiry time (required if the subscription can be expired based on the operator's policy).

Outputs, Optional: None.

7.5.3
Nnwdaf_MLModelProvision_Unsubscribe service operation

Service operation name: Nnwdaf_MLModelProvision_Unsubscribe.

Description: unsubscribe to NWDAF ML model provision.

Inputs, Required: Subscription Correlation ID.

Inputs, Optional: None.

Outputs, Required: Operation execution result indication.

Outputs, Optional: None.

7.5.4
Nnwdaf_MLModelProvision_Notify service operation

Service operation name: Nnwdaf_MLModelProvision_Notify.

Description: NWDAF notifies the ML model information to the consumer instance which has subscribed to the specific NWDAF service.

Inputs, Required: Notification Correlation Information, Set of:

-
the tuple (Analytics ID, one or more tuples of unique ML Model identifier and ML Model Information as defined in clause 6.2A.2.
Inputs, Optional: ML model metric (i.e. ML model Accuracy, ML Model Accuracy Information).

Outputs, Required: Operation execution result indication.

Outputs, Optional: None.

7.6
Nnwdaf_MLModelInfo service

7.6.1
General

Service description: this service enables the consumer to request and get from NWDAF containing MTLF ML Model Information.

7.6.2
Nnwdaf_MLModelInfo_Request service operation

Service operation name: Nnwdaf_MLModelInfo_Request

Description: The consumer requests NWDAF ML Model Information.

Inputs, Required: (Set of) Analytics ID(s) defined in Table 7.1-2.

Inputs, Optional: ML Model Filter Information to indicate the conditions for which ML model for the analytics is requested and Target of ML Model Reporting to indicate the object(s) for which ML model is requested (e.g. specific UEs, a group of UE(s) or any UE (i.e. all UEs)), Requested representative ratio, ML Model Reporting Information (including e.g. ML Model Target Period), Use case context, Inference Input Data Information, indication of support for multiple ML models, multiple ML models Filter Information to indicate the conditions for which multiple ML models are requested, ML Model Interoperability Information, ML Model Accuracy Monitoring Information( including e.g. Analytics Accuracy Threshold, DataSetTag and ADRF ID).

Outputs, Required: Set of:

-
the tuple (Analytics ID, one or more tuples of unique ML Model identifier and ML Model Information as defined in clause 6.2A.2.

Outputs, Optional: ML Model Accuracy Information.

*************End of text quotation from TS23.288*******************
Observations:
· The term “provisioning” has been used frequently in TS28.288 under different contexts. It is used in the context of ML model deployment or transfer from one NWDAF (an NWDAF that contains the AnLF) to another NWDAF (an NWDAF containing the MTLF).

· In general, the term provisioning is used by SA5 to refer to the Life Cycle Management (LCM) and Configuration Management (CM) which are considered purely OAM tasks, as referred to and adopted by SA5 specifications relating to provisioning e.g., TS28.531, TS28.532. 
· Provisioning in the context of AI/ML management refer to all operational phases in the AI/ML workflow (including training, validation, testing, emulation, deployment (loading) and inference) and all these are operational phases of the ML model in the 5GS are under the scope of SA5 responsibility which include model deployment from one NF to another. The LCM process is usually associated with other management tasks including configuration and monitoring. 
Proposal#1: 
Await the completion of SA5 work on AI/ML management specifications and then send an outgoing LS to SA2 (CC SA, RAN) to inform them about SA5 accomplishment on the AI/ML management specifications in TS28.105 while also highlighting some key aspects about the scope and versatility of OAM specifications.

4.2 
RAN1 Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface (TR28.843)
RAN1 has conducted Rel-18 detailed study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface (FS_NR_AIML_air) as documented in TR 38.843 [3] and planned to progress into normative phase as part of Rel-19. The following highlights areas that have some degree of correspondence with what SA5 has been doing as part of the long and detailed study on the management of AI/ML documented in TR28.908, with the normative specifications currently progressing and being documented in TS28.105 for Rel-18. As part of Rel-19, SA5 is also planing to study further enhancements and address more advanced AI/ML management/operational use cases.
****************Start of text quotation from TR38.843****************
3.1
Terms

For the purposes of the present document, the terms given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

AI/ML Model: A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs.

AI/ML model delivery: A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner. Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

AI/ML model Inference:  A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs.

AI/ML model testing: A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.
AI/ML model training: A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference.

AI/ML model transfer: Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signalling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
AI/ML model validation: A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

Data collection: A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference.

Federated learning / federated training: A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

Functionality identification: A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE. Note: Information regarding the AI/ML functionality may be shared during functionality identification. Where AI/ML functionality resides depends on the specific use cases and sub use cases.

Model activation: enable an AI/ML model for a specific AI/ML-enabled feature.

Model deactivation: disable an AI/ML model for a specific AI/ML-enabled feature.

Model download: Model transfer from the network to UE.

Model identification: A process/method of identifying an AI/ML model for the common understanding between the NW and the UE. Note: The process/method of model identification may or may not be applicable. Note: Information regarding the AI/ML model may be shared during model identification.

Model monitoring: A procedure that monitors the inference performance of the AI/ML model.

Model parameter update: Process of updating the model parameters of a model.

Model selection: The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature. Note: Model selection may or may not be carried out simultaneously with model activation.

Model switching: Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific AI/ML-enabled feature.

Model update: Process of updating the model parameters and/or model structure of a model.

Model upload: Model transfer from UE to the network.
Network-side (AI/ML) model: An AI/ML Model whose inference is performed entirely at the network.
Offline field data: The data collected from field and used for offline training of the AI/ML model.

Offline training: An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference. Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

Online field data: The data collected from field and used for online training of the AI/ML model.

Online training: An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale. Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions. Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

Reinforcement Learning (RL): A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

Semi-supervised learning: A process of training a model with a mix of labelled data and unlabelled data.

Supervised learning: A process of training a model from input and its corresponding labels.

Two-sided (AI/ML) model: A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

UE-side (AI/ML) model: An AI/ML Model whose inference is performed entirely at the UE.

Unsupervised learning: A process of training a model without labelled data.

Proprietary-format models: ML models of vendor-/device-specific proprietary format, from 3GPP perspective. They are not mutually recognizable across vendors and hide model design information from other vendors when shared. Note: An example is a device-specific binary executable format.

Open-format models: ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective. They are mutually recognizable between vendors and do not hide model design information from other vendors when shared.

-*****************************************************************************-

4.2
 Life cycle management
In this clause, the lifecycle management of AI/ML model is characterized, e.g., model training, model deployment, model inference, model monitoring, model updating.
The following aspects, including the definition of components (if needed) and necessity, are studied in Life Cycle Management:

-
Data collection

-
Note: This also includes associated assistance information, if applicable.

-
Model training
-
Functionality/model identification 

-
Model transfer
-
Model inference operation
-
Functionality/model selection, activation, deactivation, switching, and fallback operation.

-
Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)

-
Functionality/model monitoring
-
Model update
-

UE capability

Notes: Some aspects in the list may not have specification impact. 

The LCM procedure is studied for the case that an AI/ML model has a model ID with associated information and for the case that a given functionality is provided by some AI/ML operations. Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Scenario/configuration specific (incl. site-specific configuration/channel conditions)  Models: 

Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).

· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.

· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.

· Note: a single model may generalize well in some studied use cases. 

· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios

Various approaches for achieving good performance across different scenarios/configurations/sites are studied, including

· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites

· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site

· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]

· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

=====

Editor’s note: consider breaking paragraphs below into new subsection under 4.2 (possibly above too). 

For UE-side models and UE-part of two-sided models:

-
For AI/ML functionality identification

-
Legacy 3GPP framework of feature is taken as a starting point.

-
UE indicates supported functionalities/functionality for a given sub-use-case.

-
UE capability reporting is taken as starting point.
-
For AI/ML model identification 

-
Models are identified by model ID at the Network. UE indicates supported AI/ML models.

In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.

For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 

After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities are studied. Applicable functionalities/models can be reported by the UE.

In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.

From RAN1 perspective, an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation. When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

After model identification, necessity, mechanisms, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models are studied. 

For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in the following types:

· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling

· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 

· Type B: Model is identified via over-the-air signalling,

· Type B1: 

· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification

· the model may be assigned with a model ID during the model identification

· Type B2: 

· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification

· the model may be assigned with a model ID during the model identification

· Note: This study does not imply that model identification is necessary.

Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. Note: model identification using capability report is not precluded for type B1 and type B2.

Model ID [in RAN1 discussion] may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. Note: Details can be studied in the WI phase

For functionality/model-ID based LCM, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring. 

How to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature is to be studied. 

Note: it does not preclude any existing solutions.

Data collection:

Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.

Data collection latency:

For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection. For model inference, when required data comes from other entities, there is a latency requirement for data collection. For performance monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection. 

At least for the use cases studied in this study item, it is assumed that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed. Note that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.

At least the following aspects, if applicable, are considered along with the corresponding specification impact:

· Measurement configuration and reporting

· Contents, type and format of data including:

· Data related to model input

· Data related to ground truth 

· Quality of the data

· Other information

· Signalling of assistance information for categorizing the data

· Note: The study should consider the feasibility of disclosure of proprietary information

· Signalling for data collection procedure

*********End of text quotation from TR38.843************
General Observations:
· The study in RAN1 acknowledges the relevant work on AI/ML by both, RAN3 on Enhancement for data collection for NR and ENDC (FS_NR_ENDC_data_collect)) and by SA2 on NWDAF (eNA). 

· The text in TR 38.843 has a dedicated clause addressing the Life Cycle Management of AI/ML Model. Though the LCM refer to the collaboration between network and UE for tasks such as model training, moder transfer, activation, update, etc. some aspects of the LCM can still reside at the OAM. In fact, one scenario that RAN3 defined is that model training functionality can be part of the OAM. It is observed, however, that RAN1 overlooks any role by the OAM in general, let alone referencing any of the detailed work conducted by SA5 on AI/ML thus far. Neither there was any reference to the relevant work conducted (or being conducted at the time when RAN1 study was progressing) in SA5.

Below are more specific observations:
1. Some terms refer to the Models as “AI/ML model” while others, specifically use the term “ML mode” when describing the proprietary-format and open-format models. This may need some clarifications from RAN1.

2. In the definition for AI/ML model testing there is an assumption that unlike AI/ML model validation, testing does not assume subsequent tuning/re-training of the model– this slightly differ from the current understanding in SA5 specs. 
3. The majority of the terms identified by RAN1 are common with those adopted by SA5. However, there are some disparities between descriptions when compared with SA5. Some of the term’s description may need to be aligned between the two groups specifically those terms that are domain-agnostic and considered generic AI/ML.
4.   RAN1 has adopted the term Life Cycle Management to refer to the operational phases of the ML model which to some extent in line with what SA5 has defined. However, RAN1 does not refer to any role of the OAM in any of the corresponding phases of the ML model LCM.
5. RAN1 reference the relevant work for data collection and RAN intellegence in RAN3 and the eNA/NWDAF by SA2 but there is no reference to any of SA5 relevant work or even OAM role. 
Proposal#2: 
SA5 to send an outgoing LS to RAN1 and RAN2 to inform them about SA5 work and accomplishments thus far on the AI/ML management which include relevant specifications of management services that are agnostic to the domain in which the AI/ML capability is functioning. 
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Detailed proposal

· Discuss & endorse proposal#1, and 
· Discuss & endorse proposal#2 & agree the outgoing LS in S5-236781 

