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Start of First change
[bookmark: _Toc130201987][bookmark: _Toc106098515][bookmark: _Toc106015877]7.4	Data type definitions
[bookmark: _Toc130202003]7.4.1	ModelPerformance <<dataType>>
[bookmark: _Toc130202004]7.4.1.1	Definition
This data type specifies the performance of an ML entity when performing inference. The performance score is provided for each inference output.
[bookmark: _Toc130202005]7.4.1.2	Attributes
Table 7.4.1.2-1
	Attribute name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	[bookmark: MCCQCTEMPBM_00000119]inferenceOutputName
	M
	T
	F
	F
	T

	performanceScore
	M
	T
	F
	F
	T

	performanceMetric
	M
	T
	F
	F
	T

	decisionConfidenceScore
	O
	T
	F
	F
	T




[bookmark: _Toc130202006]7.4.1.3	Attribute constraints
None.
[bookmark: _Toc130202007]7.4.1.4	Notifications
The notifications specified for the IOC using this <<dataType>> for its attribute(s), shall be applicable.

[bookmark: _Toc106015909][bookmark: _Toc106098548][bookmark: _Toc130202020][bookmark: MCCQCTEMPBM_00000158]7.5.2	Constraints
None.
7.5.2.X	performance metrics
The following performance Metrics may be applicable to ML performance. The list is not exhaustive, and others may be added.

Table 7.4.1.2-1


	Attribute Name
	Documentation and Allowed Values
	Type
	For Data
	For Training
	For Testing
	For Inference

	COUNT_INVALID_DROP
	At training, if the source sends “None” or “Null” or “N/A” kind of values, those may be dropped before feeding the data to the ML training. This counter provides the absolute number of None/Null/Zero values dropped by the ML training for every source of input. E.g., if a performance metric is collected from 100 BTSs, for each BTS, one such counter should be maintained every time the data is used for AI/ML training 
	Array of Integers
	T
	
	
	

	PERCENT_INVALID_DROP
	This is the ratio of the number of “Null/None/Zero/out-of-range/invalid” values received to the total number of samples received per collection interval expressed as a percentage. It is different form the missingness ratio as it includes those that are not missing but are invalid (e.g. when wrongly formatted)

allowedValues: [0.0 - 100.0]
This should be computed for every source of input data.
	Array of Floating points numbers
	T
	
	
	

	COUNT _OUTLIERS
	This is the anomaly detection based identification of number of outliers in input received from each data source.
	integer
(Array of Integers)
	T
	
	
	

	PERCENT_OUTLIERS
	(Number of outliers / Total number of samples received per collection interval) * 100

allowedValues: [0.0 - 100.0]
This should be computed for every source of input data.
	Array of Floating points numbers
	T
	
	
	

	FIRST_ORDER_STATISTIC
	Average value of feature of received input samples (e.g., each KPI)
	Array of Floating points numbers
	T
	
	
	

	SECOND_ORDER_ STATISTIC
	Mean-squared value of input samples received (e.g., each KPI)

	Float
	T
	
	
	

	STD_FIRST_ORDER_ STATISTIC
	Standard deviation of mean value (KPI)

	Float
	T
	
	
	

	STD_SECOND_ORDER_ STATISTIC_
	Standard deviation of second order stat (KPI)

	Float
	T
	
	
	

	P_VALUE_STATIONARITY
	This is the p-value which indicates the stationarity of data. The more negative this value is, the more stationary is the feature of the data e.g., a counter or KPI in a dataset
	array of <real> numbers
	T
	
	
	

	SKEWNESS_MEASURE
	This is a measure of overall asymmetry of the distribution the data (also called the skewness of the data)

	array of <real> numbers
	T
	
	
	

	MANHATTAN_DISTANCE
	A quantitative measure for fairness that measures the average distance between the samples from two subsets of a dataset.
	Float
	T
	
	
	

	MISSINGNES_RATIO
	A quantitative measure for robustness that measures the percentage of missing values in the training dataset.
	Float
	T
	
	
	

	DISPARATE_IMPACT
	A quantitative measure for fairness that measures the ratio of rate of favourable outcome for the underrepresented group to that of the overrepresented group.
	Float
	
	T
	T
	

	AVERAGE_ODDS_DIFFERENCE
	A quantitative measure for fairness that measures the average difference of false positive rate and true positive rate between underrepresented and overrepresented groups.
	Float
	
	T
	T
	

	MONOTONICITY
	A quantitative metric in the range [0,1] that measures the effect of individual features on ML entity performance by evaluating the effect on ML entity performance by incrementally adding each feature in order of increasing importance. It is easier expressed on the scale [1,100]

Allowed values 0-100
	Float
	
	T
	T
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