

	
3GPP TSG-SA5 Meeting #149 	S5-233856
Berlin, Germany, 22 – 26 May 2023
	CR-Form-v12.1

	CHANGE REQUEST

	

	
	28.105
	CR
	DraftCR
	rev
	-
	Current version:
	17.3.0
	

	

	For HELP on using this form: comprehensive instructions can be found at 
http://www.3gpp.org/Change-Requests.

	



	Proposed change affects:
	UICC apps
	
	ME
	
	Radio Access Network
	X
	Core Network
	X



	

	Title:	
	Rel-18 Input to draft CR TS 28.105 AI/ML inference  abstract performance 

	
	

	Source to WG:
	Nokia, Nokia Shanghai Bell

	Source to TSG:
	S5

	
	

	Work item code:
	AIML_MGT
	
	Date:
	2023-05-10

	
	
	
	
	

	Category:
	B
	
	Release:
	Rel-18

	
	Use one of the following categories:
F  (correction)
A  (mirror corresponding to a change in an earlier 													release)
B  (addition of feature), 
C  (functional modification of feature)
D  (editorial modification)
Detailed explanations of the above categories can
be found in 3GPP TR 21.900.
	Use one of the following releases:
Rel-8	(Release 8)
Rel-9	(Release 9)
Rel-10	(Release 10)
Rel-11	(Release 11)
…
Rel-15	(Release 15)
Rel-16	(Release 16)
Rel-17	(Release 17)
Rel-18	(Release 18)

	
	

	Reason for change:
	The use cases of AI/ML inference abstract performance has been discussed and agreed (in TR 28.908). This CR is to normatively propose the use case and requirements for the mentioned use case.

	
	

	Summary of change:
	Use case description and requirements have been added

	
	

	Consequences if not approved:
	No requirements for the use cases “AI/ML inference abstract performance”

	
	

	Clauses affected:
	6.V(new clauses added)

	
	

	
	Y
	N
	
	

	Other specs
	
	X
	 Other core specifications	
	TS/TR ... CR ... 

	affected:
	
	X
	 Test specifications
	TS/TR ... CR ... 

	(show related CRs)
	
	X
	 O&M Specifications
	TS/TR ... CR ...

	
	

	Other comments:
	

	
	

	This CR's revision history:
	




Start of First change
[bookmark: _Toc128685280][bookmark: _Toc129028553][bookmark: _Toc129030083][bookmark: _Toc129155950][bookmark: _Hlk118302523]6.Z	AI/ML inference Phase
6.Z.N	AI/ML inference performance management
[bookmark: _Toc128685282][bookmark: _Toc129028555][bookmark: _Toc129030085][bookmark: _Toc129155952]
6.Z.N.2	Use cases
[bookmark: _Toc120528467][bookmark: _Toc128685286][bookmark: _Toc129028559][bookmark: _Toc129030089][bookmark: _Toc129155956]6.Z.N.2.K	Management of AI/ML abstract performance
The AI/ML inference MnS consumer is typically interested in understanding the performance of a given AI/ML inference instance, but it is not guaranteed that the MnS consumer understands the applicable AI/ML performance metrics, i.e., it is not always the case that the AI/ML MnS consumer is able to interpret the various metrics on performance KPIs that may be applied by the AI/ML inference MnS producer (including among others accuracy, confidence, computational resource usage, etc). Relatedly, it may be necessary to provide means to abstract the measured performance metrics of the ML entity or AI/ML inference function into one or more indices (say called abstract performance indices) that can be standardized independent of the specific metric(s) applied by a specific AI/ML inference function. 
Accordingly, the abstract performance is the indication of the quality of decisions made by the ML entity or AI/ML inference function using a fixed that indicates how bad or how good the quality is. The abstract performance indices can as such be more easily interpreted by any MnS consumer of AI/ML-related performance management. Thereby, the AI/ML inference function can request for qualification and abstraction of its performance by which a report is generated indicating the qualified abstract performance. Relatedly, an AI/ML inference MnS consumer can request the producer of the abstraction performance management service for the abstract performance of a specific ML entity or AI/ML inference function. This allows the MnS consumer to interpret the performance even without knowing the details of the specific applicable metrics.
[bookmark: _Toc127218995][bookmark: _Toc128685222][bookmark: _Toc129028480][bookmark: _Toc129030009][bookmark: _Toc129155877]6.Z.N.2.L	Monitoring and control of AI/ML behavior 
In a typical network operation, an operator does not usually need to know the details of the ML entity’s internal-decision making process and implementations.  Due to “too many” ML entities running inference in the network and due to too many details, such information is deemed to be redundant or unnecessary for the operator. Moreover, it is in the vendor's interest not to disclose any internal aspects of the implementation of their automation solutions. 
However, the operator may still need to guide and evaluate the inference functions and to configure/reconfigure them to achieve the desired outcomes in an ML entity-agnostic manner. For example, consider the load balancing automation use case (AutoLB) summarized by Table 6.Z.N.2.L-1. An AutoLB ML entity helps to decide how to distribute load among network objects. The ML entity has specific actions that it can take while the operator also has operational actions that it needs to take to customize or steer the solution, e.g., to switch off the solution, to reconfigure the solution, to change the solutions input. As such, the behavior of the ML entity in terms of the actions it takes under any given conditions needs to be related to the configuration actions from the MnS consumer (e.g., the operator). The mapping of operational actions and combination of the ML entity's context and its resulting inference decisions in those contexts is called the abstract behavior of the ML entity. The same could be extended to abstract behavior of the AI/ML inference function.
Table 6.Z.N.2.L-1: Operability of the Automated load balancing
	Automation use case
	Description
	ML entity's context
	Example ML entity's decisions
	Operator's Actions = Controllable attributes

	load balancing (AutoLB)
	Distribute load among different network objects, e.g., among cells.
	· Amount of traffic, No. of users, etc
	· select CIO values
	
· set the maximum CIO values,
· Deactivate AutoLB 



So, it is important that even without knowing the details of the ML entity, the operator needs has the understanding of the ML entity’s abstract behaviour, specifically information about the controllable attributes and their relationship with the network contexts. Then, if a part of the ML entity’s decisions/actions are not what is preferred by the operator, the operator can change these controllable attributes of the ML entity to produce the expected or optimum solutions. 

6.Z.N.3	Requirements for AI/ML inference performance management
Table 6.Z.N.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-AI/ML_PERF-ABS-1
	The producer of AI/ML inference  should have a capability enabling an authorized MnS consumer (e.g., an operator) to configure an performance range that defines the minimum and maximum performance as expressed on an abstract performance index.
	AI/ML abstract performance (clause 6.Z.N.2.K)

	
	 
	

	REQ-AI/ML_PERF-ABS-02
	The producer of AI/ML inference  should have a capability enabling an authorized MnS consumer (e.g., ML training the consumer) to request the abstract performance value(s) of one or more specific ML entities.
	AI/ML abstract performance (clause 6.Z.N.2.K)

	REQ-AI/ML_PERF-ABS-03
	The producer of AI/ML AI/ML inference 	should have a capability enabling an authorized MnS consumer (e.g., the operator) to request the MnS producer to provide the abstract performance as a report on one or more ML performance metrics of one or more ML entities.
	AI/ML abstract performance (clause 6.Z.N.2.K)

	REQ-AI/ML_BEH-1
	The producer of AI/ML inference should have a capability to inform an authorized AI/ML inference MnS consumer (e.g., the operator) about the available controllable attributes of the AI/ML entity or AI/ML inference function and the conditions under which they can be controlled.
	Monitoring and control of AI/ML behavior(clause 6.Z.N.2.L)
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