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1
Decision/action requested




The group is asked to discuss and agree on the proposal.
2
References

[1]
3GPP TR 28.903-060 “Study on alignment with ETSI MEC for Edge computing management”
3
Rationale
Rapporteur clean up.
4
Detailed proposal
Propose the following changes in TR 28.903-060 [1].
	1st change


5.1
Key Issue# 1: Management of collocated platforms for EES and MEC platform

5.1.1
Description

As described in [5], one of the deployment option is that the EES and MEC platform can be collocated in an implementation.
The EES instantiation procedure is described in clause 7.1.4 of TS 28.538 [6], which the PLMN operator or ECSP requests the EES instantiation via provisioning MnS to ECSP management system, the simplified procedure is show in Figure 5.1.1-1,
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Figure 5.1.1-1: EES deployment procedure

The MEC platform as described in ETSI ISG MEC 003 [4] can be deployed as a VNF by using ETSI NFV MANO, the simplified procedure is show in Figure 5.1.1-2,
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Figure 5.1.1-2: MEC platform deployment procedure

In the collocated scenario, the EES and MEC platform can be deployed in the same Physical/NFV Infrastructure by the same operator. The MEC platform can be deployed first, then the operator can deploy the EES at the same Physical/NFV Infrastructure where the MEC platform is deployed. 
5.1.2
Potential Requirements
REQ-EES-deplyment-1: ECSP management system shall have the capability to instantiate the EES to a specific Physical/NFV Infrastructure that collocated with MEC platform.
	2nd change


6.1
Key Issue# 1: Issue for resource reservation

6.1.1
Description

As described in clause 2.2.2.3 GSMA OPG [2], resource reservation is one of its NBI requirements, it indicates that,

1. The OP (Operator Platform) shall enable Application Providers to express the resource (e.g., compute, networking, storage, acceleration) requirements that the Application Provider wants to be guaranteed.

2. The NBI shall allow an Application provider to request a set of resources to be booked.

3. The NBI allows an Application Provider to reserve resources ahead of the application onboarding and unrelated to any specific application, only related to the Application Provider themselves. The NBI allows an Application Provider to consume the reserved resources when onboarding a new application, creating the association between the resources and the application (resources allocation). The NBI allows an Application Provider to delete their reservation.

TS 28.538 [6] defines the lifecycle management procedure for EAS with ETSI NFV MANO, while the resource reservation related to the ASP requirements is not specified in [6].

It is important to investigate the method for ASP to request the resource reservation. 
6.1.2
Potential Requirements
REQ-resource-reservation-1: ECSP management system shall have a capability allowing ASP to request resource reservation related to virtualisation resources (e.g., compute, networking, storage, acceleration).

REQ-resource-reservation-2: ECSP management system shall have a capability to reserve a set of resources for ASP unrelated to any specific application. 
	3rd change


6.2.2
Potential Requirements

REQ-FUN-Federation-1: ECSP management system shall have a capability to establishing federation relationship with the (external) MnS consumer (e.g. partner operator platforms).
REQ-FUN-Federation-2: ECSP management system shall enable federation relationship to include appropriate information including (not limited to) location(s) at which the edge services are provided, resource available at each location, federation expiry.

	4th change


6.3.1
Potential Requirements

REQ-FUN-NBI-1: ECSP management system shall enable sharing of available EDN with other ECSP management system. 

REQ-FUN-NBI-1: ECSP management system shall disable sharing of available EDN with other ECSP management system.

	5th change


6.4.
Key Issue#4: Federated EAS resource reservation management
6.4.1 
Description
This is intended for an OP to reserve resources for an application provider, with other OP, when the application provider initiate the reservation using NBI. The application provider shall be able to request reservation of resources with partner OP on per location basis. The partner OP shall be able to reserve resources for a given application provider from the allocated quota for the leading OP. The partner OP may have allocated the pool of resources for the leading OP during the EDN registration process. Once the resource reservation request is approved by the partner OP, a resource pool identifier is provided to the leading OP to refer to specific resource pool for application provider. Application provider can use the identifier while instantiating the application to indicate which resource are to be used when deploying applications in partner OP zones.

This is crucial to investigate in the method and solutions used for resource reservation management. It is to be discussed whether it require enhancement to edge NRM and the procedures defined in TS 28.538.

6.4.2 
Potential Requirements

REQ-FUN-NBI-1: ECSP management system shall have a capability enabling ASP to request reservation of resources with other ECSP management system on per EDN basis.

REQ-FUN-NBI-1: ECSP management system shall have a capability enabling ASP to request deletion and updation of the reservation made with other ECSP management system.

	6th change


6.5.
Key Issue#5: Federated EAS deployment and termination

6.5.1 
Description
E/WBI shall control the launch and termination of applications on a partner OP. This will be used by a leading OP to instantiate an application to edge clouds (EDN) of partner OP as requested by application provider over NBI. A leading OP shall make the application instantiation result available on the NBI interface. Partner OP shall also provide the application instance status over E/WBI to leading OP which leading OP may expose to application providers on NBI.
This is crucial to investigate in the method and solutions used for application management on other OPs. It is to be discussed whether it require enhancement to edge NRM and the procedures defined in TS 28.538.

6.5.2 
Potential Requirements

REQ-FUN-NBI-1: ECSP management system shall have a capability to deploy the EAS on the edge network owned by other ECSP.
	7th change


6.6
Key Issue# 6: Virtual Infrastructure Resource Requirements

6.6.1 
Description
As described in clause 5.1.1.2.2 GSMA OPG [2], the OP shall support the Infrastructure resource requirements from the Application providers. This includes CPU, memory, storage, hypervisor and networking definition used by the application. In relation to this, an ASP can provide required infrastructure resources for an EAS while requesting to deploy the same.

6.6.2 
Potential Requirements

REQ-FUN-NBI-1: ECSP management system shall have a capability allowing EAS to declare its requirements on the virtual infrastructure.
	8th change


6.7
Key Issue# 7: Querying Available Edge Services
6.7.1 
Description
1. As described in Clause 5.1.1.3 of GSMA OPG[2], OP shall provide the following capabilities to the Application Provider: An OP shall offer a range of quality policies so that an Application Provider can choose the performance that their application requires. These policies are defined based on objectively measured end-to-end parameters that include performance aspects of both the network and the Cloudlet, such as latency and packet loss (measured as average statistics). 

2. The NBI shall enable a request-response mechanism through which the Application Provider can state a geographical point where a typical user could be and get informed of the mean latency performance expected.

3. The OP shall describe the capabilities of the Edge Cloud including the geographical zones where it is provided and the type and “granularity” of edge cloud and network service (typically generic Compute, memory, storage, and specialised compute, such as GPU and future resource types).

The above requirements is calling for a mechanism using which the available edge service and their characteristics (e.g. available SLS, infrastructure resources) are described. This information could be anchored at a particular location i.e. edge service and their characteristics available at a particular location. 

6.7.2
Potential Requirements

REQ-FUN-PLOC-1: ECSP management system shall have a capability allowing ASP to query the available edge services locations and their capabilities including available SLA and infrastructure resources.

	9th change


6.8
Key Issue# 8: SLA Requirements Key Issue

6.8.1 
Description
As described in clause 5.1.1.2.2 GSMA OPG [2], the OP shall support the SLA requirements from the Application providers. A SLA description allows an Application Provider to describe the physical constraints in an edge network that should be met for the application to run successfully and provide a correct Quality of Experience (QoE) for the end-user at the UE. The SLA requirements include the following properties:

· Bandwidth, bidirectional data rate between UE and backend application.

· Latency, the round trip delay between UE and backend application.

In relation to this, the ASP can declare such requirements for an EAS. The EAS need to be deployed at an EDN which can satisfy these requirements.

6.8.2 
Potential Requirements

REQ-FUN-NBI-1: ECSP management system shall have a capability allowing EAS to declare its SLA requirements, in terms of bandwidth and latency, for the data connection with the UE.

REQ-FUN-NBI-1: ECSP management system shall be able to select an EDN based on the SLA requirements of an EAS.

	10th change


6.9
Key Issue# 9: EAS relocation policies Key Issue

6.9.1 
Description
As described in clause 5.2.2.3 of GSMA OPG [2], because of the OP’s measurements or knowledge, or hints from the application about performance degradations, the OP may decide that a different edge compute resource can better host the Edge Application. The EAS relocation trigger from OP are related with lifecycle management of its edge compute resources (for example, the overload of an edge compute resource, a failure or planned maintenance, a new or expanded edge compute resource, an issue with the network for its edge compute resource). The OP should be cognisant of the policy indication from the Application Provider about its sensitivity to a change of the edge compute resource hosting the Edge Application.

As described in clause 5.1.1.2.2 GSMA OPG [2], the NBI allows an Application Provider to specify their support for a stateful or stateless Edge Application, i.e. whether the Edge Application can be moved from one edge compute resource to another and this with or without prior notification. 

The Application Provider shall be able to indicate the following policies:

· Its Edge Application cannot be moved from one edge compute resource to another;

· Its Edge Application can be moved from one edge compute resource to another, without any notification;

· Its Edge Application can be moved from one edge compute resource to another with prior notification.

When the policy is that a change of edge compute resource can be done with prior notification, the OP decides that a change of edge compute resource is needed and selects the new edge compute resource. In this case, the application chooses the exact timing of the move and is responsible for transferring the application state from one edge compute resource to another. Further, it is stated that when required, notifying the Application Provider on a recommended change of edge compute resource, the Application Provider is responsible for determining the exact timing of the change. The application may indicate that it cannot currently handle mobility. Then, the OP shall be able to cancel the mobility procedure.

TS 28.538 does not support this yet. This requires an EAS to be moved from one (source) EDN to another (target) EDN. This will involve terminating EAS from the source EDN and then instantiating EAS on the target EDN. This involves the following issues to be addressed

· How the ASP will provide the policies

· How the existing application context is retained from source to target EAS.

6.9.2 
Potential Requirements

REQ-FUN-MOB-1: ECSP management system shall have a capability allowing EAS to declare its mobility policies indicating whether EAS can be moved from one EDN to another 

REQ-FUN-MOB-2: ECSP management system shall have a capability allowing EAS to declare its mobility policies indicating whether EAS can be moved from one EDN to another, without any notification.

REQ-FUN-MOB-3: ECSP management system shall have a capability allowing EAS to declare its mobility policies indicating whether EAS can be moved from one EDN to another, with prior notification.

REQ-FUN-MOB-4: ECSP management system shall have a capability allowing ASP to reject the EAS relocation on receiving the relocation notification.

REQ-FUN-MOB-5: ECSP management system shall have a capability allowing scheduling of an EAS relocation
	11th change


6.10
Key Issue# 10: Application Resource Catalogue
6.10.1 
Description
1. As described in Clause 3.5.1.3 of GSMA OPG [2], OP shall provide ASP with application resource catalogue with all the available application and there characteristics. The following requirements relates to application resource catalogue in GSMA. The NBI shall allow applications providers to access the resource catalogue. The Resource catalogue shall consider local resources (CPU, memory, storage).

2. The OP shall offer Application Providers a registry to store their application images and update or delete them. The registry may be centralised or distributed, depending upon the Application Provider’s needs to reduce boot time and recovery

TS 28.538 does not address the requirements related with application resource catalogue. An ASP can first upload all the application related artifacts (e.g. image) to a catalogue and then query the catalogue to know what all applications are already available and if there is one which can satisfy ASPs requirements.

6.10.2 
Potential Requirements

REQ-FUN-PLOC-1: ECSP management system should enable ASP to access the application (EAS) resource catalogue containing the available applications and there characteristics.

	End of change
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