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1	Decision/action requested
The group is asked to discuss and approve the proposals.
2	References
None
3	Rationale
Network Disruption, blackout, shutdown and Outages are most common scenarios for Bulk alarms scenario, where Network Element such as gNodeB start sending "Burst of alarms/BURSTY ALARMS" to management system. Network outage can happen due to various reasons such as link cut/fibre cut etc, which affects all the connected node, and those nodes starts sending respective failure alarms to Network management system at the same time resulting in "ALARMS BURST".
The sample outage history from real Reliance Jio deployment: https://www.livemint.com/technology/tech-news/jio-fiber-services-restored-after-long-outage-in-india-11672219680255.html
The existing notifyNewAlarm notification cannot include multiple alarms. The consumer has to deal with  multiple notifications each providing details on a single alarm. This is considered inefficient, as it will result in unnecessary management traffic. Multiple alarms can be raised in a very shorty span of time and at the multiple entities. Sending all raised alarms as part of individual notification will entail delay in delivering required alarm information and will cause unnecessary management traffic.
The technical point which results in efficiency gain is the "less network call", e.g. 100 network calls with 1kb of data is slower, than 1 network call with 100kb of data. 
We had completed one Proof of Concept with Samsung Core System Manager /Element Management System and result sample is below. The result in the "Blue" circle shows, that when we process alarms one by one traditionally, the OSS receives/process the alarms with avg rate 260 alarms per second  but when we start clubbing alarms (bulk alarms in one network call) the avg rate at which OSS receives/process those alarms is around 1900 alarms per second.
 [image: cid:cafe_image_0@s-core.co.kr]
The functionality of producer aggregating the alarms is configurable. The aggregation functionality can be auto activated by system when the configured threshold is breached i.e when the system receives more than a configured amount of alarms within a given time frame, e.g.  when more than 2000 alarms per second received at Element management system collectively from all the managed elements (e..g from 20 managed gNodeB). If the threshold is not breached the system can operate as it is avoiding any waiting queue. Once the system detects that its a "BURSTY ALARM" scenario, bulk alarm mode will be activated and any aggregating algorithm can be used such as waiting for a Queue of 2000 alarms to be filled before processing or any other optimized version of queue processing, such as Priority Queue etc can be used.

4	Detailed proposal

	First modification
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4.5	Issue #x: Multiple alarms subscription mechanism
4.5.1	Issue description
As per the existing mechanism, a consumer can subscribe to receive a newly raised alarm as part of notifyNewAlarm notification using two alternate mechanism a) using subscribe operation defined in clause 11.2.1.1.1 of TS 28.532 b) using NtfSubscriptionControl defined in clause 4.3.22 of TS 28.622.
It is confusing for the industry to have alternate subscription mechanism to get the same notification. It also entails burden on the implementers when they are asked to support both the mechanism. 
4.5.2	Analysis
The subscribe/notify mechanism defined in 28.532 is not needed. 
4.5.3 Potential Requirements
· The 3GPP Management System shall have a single mechanism to subscribe for the alarms and get notifications accordingly. 

4.5.2 Potential Solutions
Deprecate or remove (make it Void.) clause 11.2.1.1.1 of TS 28.532 defining operation subscribe. (Make it Void.)
Deprecate or remove (make it Void.) clause 11.2.1.1.2 of TS 28.532 defining operation unsubscribe. (Make it Void.)
4.5.3	CR proposal
TBD
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Normal mode

Iteration 1 2 3 4 5 6 7
Total alarm at 0SS 3298 52462 52582 70475 69988 121067 341925
0SS alarm start time 05:15:06| 04:49:31] 04:56:48| 05:34:06| 05:22:54| 05:23:12 05:36:38|
0SS alarm end time 05:15:25 04:52:44| 05:00:13 05:38:31 05:27:22| 05:30:24 05:57:51

Bulk bypasss

TOTAL OSS received 49053 71272(161325 161318 161821 340856
0SS START 6:36:08| 2:50:33 07:14:33 02:41:12| 04:22:48, 03:00:00|
0SS END 6:36:33] 2:51:09' 07:15:53 02:42:30] 04:24:09 03:02:50
Total time 0 g 0 .01 0-012





