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Start of First change
[bookmark: _Toc128685313][bookmark: _Toc129028595][bookmark: _Toc129030125][bookmark: _Toc129155992][bookmark: _Toc128685280][bookmark: _Toc129028553][bookmark: _Toc129030083][bookmark: _Toc129155950][bookmark: _Hlk118302523]6.Z	Trustworthy Machine Learning 
[bookmark: _Toc128685314][bookmark: _Toc129028596][bookmark: _Toc129030126][bookmark: _Toc129155993]6:Z.1	Description
During ML training, testing and inference, the AI/ML trustworthiness management is needed. Based on the risk level (e.g., unacceptable, high, minimal) of the use case, the trustworthiness requirements for ML training, testing and inference may vary and therefore the related trustworthiness mechanisms need to be configured and monitored. The purpose of AI/ML trustworthiness is to ensure that the model being trained, tested, and deployed is explainable, fair and robust. 
NOTE:	In the context of SA5, explainability of a model refers to explaining individual decisions predicted by the model and not explaining the internal behavior of the model itself.
The EU has proposed an AI regulation act for AI/ML consisting of several key requirements that the AI/ML systems should meet (based on the risk level of the use case) for them to be considered trustworthy [10]. These requirements include, but not limited to human agency and oversight, technical robustness and safety, privacy and data governance, transparency, diversity, non-discrimination and fairness, accountability, societal and environmental well-being. Other requirements more details on each of these requirements are described in [11]. Furthermore, ISO/IEC analyses the factors that can impact the trustworthiness of systems providing or using AI and possible approaches or requirements to improving their trustworthiness that can be used by any business regardless of its size or sector [12]. 
Three well known categories under the umbrella of Trustworthy Machine Learning are as follows:
Explainable Machine Learning: Explainability in machine learning refers to the ability of ML models to enable humans to understand decisions or predictions made by them.

Fair Machine Learning: Fairness in machine learning refers to the process of correcting and eliminating bias in machine learning models. 

Robust Machine Learning: Robustness in machine learning refers to the process of handling various forms of errors/corruptions in machine learning models as well as changes in the underlying data distribution in an automatic way.

These features apply to the four aspects of the ML process:
-	Data processing for use towards training, testing and inference,
-	The training of ML entities,
-	The testing of ML entities,
-	The use of ML entities for inference.

[bookmark: _Toc128685316][bookmark: _Toc129028598][bookmark: _Toc129030128][bookmark: _Toc129155995]6.Z.2	Use cases
6.Z.2.1	AI/ML trustworthiness indicators
The AI/ML trustworthiness indicators related to ML training, testing and inference need to be precisely defined. The indicators mainly include three aspects:
Explainability-related indicators: the explainability indicators of the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:
-	provide local explanation for one particular instance predicted by the ML entity without disclosing the ML entity internals.
-	provide global explanation for a group of instances predicted by the ML entity without disclosing the ML entity internals.
-	evaluate monotonicity - a quantitative metric for explainability - that measures the effect of individual features on ML entity performance by evaluating the effect on ML entity performance by incrementally adding each feature in order of increasing importance.
Fairness-related indicators: the fairness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:
-	evaluate disparate impact - a quantitative measure for fairness - that measures the ratio of rate of favourable outcome for the unprivileged group to that of the privileged group.
-	evaluate Manhattan distance - a quantitative measure for fairness - that measures the average distance between the samples from two datasets.
-	evaluate average odds difference - a quantitative measure for fairness - that measures the average difference of false positive rate and true positive rate between unprivileged and privileged groups.
Robustness-related indicators: the robustness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to: 
-	evaluate missingness ratio - a quantitative measure for robustness - that measures the percentage of missing values in the training dataset.
Depending on the use case, some or all trustworthiness indicators can be selected for monitoring and evaluation. The AI/ML MnS consumer should first determine which indicators are needed and then request the AI/ML MnS producer to monitor and evaluate the requested indicators.
[bookmark: _Toc128685282][bookmark: _Toc129028555][bookmark: _Toc129030085][bookmark: _Toc129155952]
6.Z.3	Requirements for Trustworthy Machine Learning
Table 6.Z.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_TRUST_IND-1
	The AI/ML MnS producer should have a capability to define trustworthiness indicators for AI/ML data or ML entity and select some indicators based on the use case.
	AI/ML trustworthiness indicators (clause 6.Z.2.1)

	REQ-ML_TRUST_IND-2
	The AI/ML MnS producer should have a capability to define a common trustworthiness measure covering main aspects of trustworthiness indicators of AI/ML data or ML entity.
	AI/ML trustworthiness indicators (clause 6.Z.2.1)

	REQ-ML_TRUST_IND-3
	The AI/ML MnS producer should have a capability to enable the authorized MnS consumer to request for the desired individual or common trustworthiness measure of AI/ML data or ML entity.
	AI/ML trustworthiness indicators (clause 6.Z.2.1)

	REQ-ML_TRUST_IND-4
	The AI/ML MnS producer should have a capability to report to the authorized MnS consumer the achieved individual or common trustworthiness measure of AI/ML data or ML entity.
	AI/ML trustworthiness indicators (clause 6.Z.2.1)
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