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Start of First change
[bookmark: _Toc120096758][bookmark: _Toc120097118][bookmark: _Toc128685246][bookmark: _Toc129028518][bookmark: _Toc129030048][bookmark: _Toc129155915]6.G		Orchestrating AI/ML Inference 
[bookmark: _Toc120096760][bookmark: _Toc120097120][bookmark: _Toc128685248]6.G.1	Description
A network automation system may involve or apply multiple AI/ML inference functions and/or ML entities each of which only has a limited view of the network scope. For their effective operation, it may be necessary to apply orchestration mechanisms (be it centralized or otherwise) to orchestrate both the operation of the AI/ML inference functions as well as the execution of the actions recommended by the AI/ML inference functions.
Note: 	The AI/ML inference function is of any function that employs the capabilities of a trained mathematical ML entity (the ML model) or Decision Matrix to make inferences for a specific use case. Such a function may for example optimize load distribution among cells, detect anomalies from data or evaluate the likelihood interference among a set of cells.
The following aspects may be included in capabilities for Orchestrating AI/ML inference:
· sharing Knowledge or information sharing on executed actions
· sharing Knowledge or information on impacts of executed actions
· sharing abstract information on impacts of executed actions
· Selecting and triggering execution of AI/ML inference functions or ML entities
· orchestrating decisions of AI/ML inference functions or ML entities

[bookmark: _Toc129028520][bookmark: _Toc129030050][bookmark: _Toc129155917]6.G.2		Use cases
[bookmark: _Toc120096761][bookmark: _Toc120097121][bookmark: _Toc128685249][bookmark: _Toc129028521][bookmark: _Toc129030051][bookmark: _Toc129155918]6.G.2.1	Sharing knowledge on executed actions 
[bookmark: _Toc120096762][bookmark: _Toc120097122][bookmark: _Toc128685250]The actions and effects of employing and applying AI/ML inference cannot be known beforehand since they are based on the learnings of the ML entities. An AI/ML inference function may be to optimize one set of parameters, but its actions may impact another function. In that case mechanisms are needed to counteract conflicts and or minimize potential negative impacts resulting from conflicting actions brought up by applying AI/ML inference.
When an ML entity A executes an action on the network, that action may affect other network functions. Most critical is that those actions may affect the learning environment (i.e., the training data) of another ML entity, say ML entity B. Correspondingly, the ML entity B needs to be informed when such actions are taken by any ML entity A.
[bookmark: _Toc129028522][bookmark: _Toc129030052][bookmark: _Toc129155919]6.G.2.2	Sharing knowledge on impacts of executed actions 
AI/ML inference functions are able to adjust to adjust their behavior depending on context and on all the information they receive. When an ML entity in function A executes an action on the network that affect other network functions, the ML entity in function A may be able to adjust its behavior to minimize its impact on the other network functions if such an ML entity is informed of its impact on the other network functions. To account for such impacts, the network functions that are affected or the 3GPP management system, needs to inform the ML entity in function A of the observed impacts of the action of the ML entity in function A on the other network functions. 
In otherwards, it is necessary that when an action is taken by ML entity in function A, after an appropriate interval (specific to either A or B as may be needed), the network function B (and the other network functions that notice impacts on their metrics or input data) should report their metrics to A. Correspondingly, ML entity in function A may aggregate the reported observations with its own metrics to evaluate the global effect of its actions. In doing so, ML entity in function A is able to learn the best actions that concurrently optimize it’s (A’s) objective(s) and also minimize the effects on the peers.
The report from B to all may contain values on known KPIs and metrics, e.g., those standardized in TS 28.552 [8] and TS 28.554 [14].


Figure 6.G.2.2-1: Distributed coordination of Cognitive Network Automation Functions (NAF)
[bookmark: _Toc120096763][bookmark: _Toc120097123][bookmark: _Toc128685251][bookmark: _Toc129028523][bookmark: _Toc129030053][bookmark: _Toc129155920]6.G.2.3	Abstract information on impacts of executed actions
In a multivendor environment, the KPIs semantics differ and KPIs that measure one event may be named and computed differently by two vendors.  e.g., the Handover rate (H) could be Handovers per user per unit time or Handovers per cell per unit time. Consequently, there is no guarantee that the exchanged KPI or metric values will be interpretable by the ML entity A when it receives that metric.
Instead, it is better when the ML entity B expresses its level of dissatisfaction or impact of the action that was taken by ML entity A. The level of dissatisfaction or impact may be expressed in terms of an Action Quality Indicator (AQI) that is a generic measure that uses a fixed scale to quantify the effect of one function on another. This is similar to the way the Composite Available Capacity (CAC) was specified for cell load to communicate used vs. available cell capacity among cells from different vendors and with different total resources.
For the AQI, if ML entity A takes an action, its effects on the peers will range from an extremely negative impact, e.g., like Mobility Load balancing causing too many mobility related Radio Link Failures; through mild effects that are insignificant (like MLB causing a few handover ping pongs) and to very positive effects (like MRO unexpectedly removing overload in a cell). Consequently, a simple linear measure can easily be used to capture these effects.


Figure 6.G.2..3-1: Multi-vendor coordination of AI/ML inference network automation functions

6.G.3	Requirements for AI/ML inference Configuration management
Table 6.G.3-1
	Requirement label
	Description
	Related use case(s)

	REQ-ML_ORCH-1
	The AI/ML inference MnS producer should have a capability to inform an authorized consumer (e.g., another AI/ML inference function) of actions undertaken by the producer of AI/ML inference.
	Sharing knowledge on executed actions (clause 6.G.2.1)

	REQ-ML_ORCH-2
	The AI/ML inference MnS producer should support the capability to request a producer of AI/ML action evaluation (e.g., another AI/ML inference function) to evaluate one or more actions undertaken by the producer of AI/ML inference. 
	Sharing knowledge on impacts of executed actions (clause 6.G.2.2)

	REQ-ML_ORCH-3
	The AI/ML inference MnS producer should support the capability to specify to the producer of AI/ML-Action-evaluation (e.g., another AI/ML inference function) requested to evaluate one or more actions undertaken by the producer of AI/ML inference the timing within which the consumer should report the observed effects of that evaluated actions.
	Sharing knowledge on impacts of executed actions (clause 6.G.2.2)

	REQ-ML_ORCH-4
	The AI/ML inference MnS producer should support the capability to report the metrics of another AI/ML inference MnS producer that are affected by the one or more actions undertaken by a specific AI/ML inference producer.
	Sharing knowledge on impacts of executed actions (clause 6.G.2.2)

	REQ-ML_ORCH-5
	The AI/ML inference MnS producer should support the capability to report an Action Quality Indicator as the abstraction of the impacts of the one or more actions undertaken by a specific first AI/ML inference producer on a specific metric of the first AI/ML inference producer
	Abstract information on impacts of executed actions (clause 6.G.2.3)




End of Changes
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