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1	Decision/action requested
The group is asked to discuss and approve the proposal.
2	References
[1]	SP-220153: "New SID on Fault Supervision Evolution"
[2]	TR 28.830 Fault supervision evolution; v0.4.0
[3]	TS 28.104: "Management Data Analytics (MDA)"
[4]	TS 28.809: "Study on enhancement of Management Data Analytics (MDA)"

3	Rationale
This tdoc discusses performance degradation analysis in FSEV study [1, 2].
The MDA capability of KPI anomaly analysis has been included in TR 28.809 [4]. The analytics report describing the KPIs anomaly should include the information describing the KPI anomaly aspects and potentially future prediction, e.g., the predictive anomaly KPI(s) or observed anomaly KPI(s), Cross domain and domain KPI anomaly analysis, the recommendations for the configurations of network resource and KPI threshold etc.
Analytics report for KPI anomaly analysis:
	Analytics Report of network slice KPI anomaly
	Attribute Name
		Description

	
	KPI anomaly identifier
	The identifier of the KPI anomaly; 

	
	Anomalous KPI Name
	The name of the KPI(s) which is identified or predicted as anomalous, the KPI name refers to bullet a) in TS28.554 (7);

	
	Managed Objects of anomalous KPI
	The object instances where the KPI is applicable, e.g., SubNetwork Instance, NetworkSlice Instance

	
	Info of KPI anomaly
	Statistics or predictions of the anomalous KPIs, may concern single KPI or multiple correlated KPIs, and may split into subcounters at different levels, e.g. per S-NSSAI, per NSI, per NSSI, per 5QI, per UE etc.

	
	Root cause
	The root cause of the network slice KPI anomaly issues, e.g., unstable handover successful rate, low PRB utilization, low QoS retainability.


NOTE: KPI anomaly analysis in TR 28.809 is not classified as the fault management related analysis. However, they are relevant MDA capabilities.
To be more generic, the KPI anomaly analysis may be extended to performance degradation analysis. Some additional analytics output may be provided, e.g., degradation trend, affected number of users, affected managed objects etc.
Proposal 1: It is proposed to generalize the use case of KPI anomaly analysis to performance degradation analysis.
4	Detailed proposal
	[bookmark: _Toc89158536][bookmark: _Toc89158537]1st Change


[bookmark: _Toc129077285][bookmark: _Toc107987883]5.X	Key Issue #X: Potential enhancements for fault related analysis
[bookmark: _Toc129077286]5.X.1	Description
Editor’s note: This clause provides a description of the key issue.
If a potential fault/failure is predicted and reported to the consumer, the consumer would like to know the consequence. More analysis information on 3GPP system is helpful for the consumer to perform more proper actions, e.g., performance degradation analysis and predictions, KPI anomaly analysis and predictions, etc.
For example, the impacts on 3GPP system may not be perceived significantly in densely populated urban areas if there are overlapping coverage when a few sites encounter faults. However, service outage may occur due to faults in a site if there are few overlapping coverage in suburban areas. If this kind of information can be provided, the different handlings may be performed by the consumer.
Based on the topology relationship of the concerned managed objects, the impacted scope and degree are evaluated and provided. It may contain the following aspects:
-	scope and severity level of the impacted managed objects: the service types and coverage areas which are affected by the fault, e.g., the VoNR, URLLC service types, number of affected PDU sessions, and the coverage areas etc;
-	impacted managed objects: the managed objects which are affected by the fault, e.g. network slice, network slice subnet, network elements, network functions, number of affected gNBs and cells etc;
-	Rootcause types, name and descriptions of different types of rootcauses, etc.
-	Recommended actions for recovery;

[bookmark: _Toc129077287]5.X.2	Potential solutions
[bookmark: _Toc129077288]5.X.2.a	Potential solution #2<a>: <Potential Solution a Title> Performance degradation analysis
[bookmark: _Toc129077289]5.X.2.a.1	Introduction
Editor's Note:	This clause describes briefly the potential solution at a high-level.
The solution of performance degradation analysis is provided.
[bookmark: _Toc129077290]5.X.2.a.2	Description
Editor's Note:	This clause further details the potential solution and any assumptions made.
The MDA capability of KPI anomaly analysis has been included in TR 28.809 [x]. The analytics output are as follows:
-	KPI anomaly identifier;
-	Anomalous KPI Name;
-	Managed Objects of anomalous KPI;
-	Info of KPI anomaly;
-	Root cause;
To be more generic, the KPI anomaly analysis may be extended to performance degradation analysis. In addition, more analytics output may be provided. This function should be able to provide more accurate and stable analysis information, e.g. the temporary degradation which have no service and network impacts should be filtered out. 
The performance degradation analysis should include the attributes which have been defined for KPI anomaly analysis in TR 28.809, and the name of the attributes can be generalized to performance degradation, including the support of performance measurement and KPIs anomaly analysis. The demarcation information indicating whether the issues reside in RAN, CN, RAN and CN domain may also be included.

[bookmark: _Toc129077291]5.X.3	Conclusion - Impact on normative work
Editor's Note:	This clause provides the conclusion from the aspect of impact on normative work.
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