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1	Decision/action requested
The group is asked to discuss and endorse the proposal.
2	References
[1]	3GPP TS 32.240: "Charging management; Charging architecture and principles”.
[2]	3GPP TS 23.501:"System Architecture for the 5G System".
3	Rationale
The objective of the work item for CHF Distributed Availability is to describe how distribution of Rating Function (RF) and Account Balance Managed Function (ABMF) in order to support:
· Use cases that require real-time charging (e.g. URLLC)
· Workload distribution across 5GS (increase redundancy and availability)
· UE mobility between Edges
· Distributed CCS discovery
In this case, the distribution of RF and ABMF should support the selection of a CHF depends on a UE’s location. A corresponding use case is that a subscriber might traveling around different regions in a PLMN and requires real-time charging from the closest CCS. For example, 
· User Scenario #1: A subscriber might travel regularly between two regions. For instance, a subscriber working at region A, but living at region B as depicted in Figure 1. 
· User Scenario #2: A subscriber might travel frequently across various regions. A typical example is business travellers who need work around different cities, states, or even countries as depicted in Figure 2. 


[bookmark: _Hlk130895937]Figure 1: A subscriber travel between two regions regularly


Figure 2: A subscriber travel across multiple regions frequently
To enable charging accomplished by CCS close to the UE’s current location, UE data related to charging should be available at the corresponding region. Hence, the CCS, regarding CHF, ABMF, and RF should support distributed deployment in a PLMN. The architecture could be designed in two modes. 
1) Migration Mode: In this mode, UE data related to charging is carried along with the UE to a new region. The CCS, with CHF, ABMF, and RF could be available at the UE’s current location. UE data related to charging is maintained by the CCS close to the UE’s current location, and migrate to another CCS when UE changes location.
For example, a UE regularly travel between Region A and B in a PLMN as shown in Figure 1. When the UE travels from region A to region B, the data related to charging is migrated from the CCS in region A to the CCS in region B. Similarly, in the return trip from region B to region A, the updated data related to charging is again migrated from the CCS in region B to the CCS in region A. The regions X and Y in this PLMN have not been visited by this UE, hence do not host the UE data related to charging.
This architecture supports both user scenarios discussed above, yet might be less suitable for user scenario #2 considering the latency due to the data migration process. The detailed architecture is demonstrated in CR S5-233454.
2) Multiple Backup Mode: This mode support that every region keeps an updated version of the UE data related to charging. The the CCS, regarding CHF, ABMF, and RF could have multiple backups in a PLMN. UE data related to charging is maintained by the CCS close to the UE’s current location, and keep synchronized to other backups in the PLMN.
For example, a UE travel frequently among multiple regions in a PLMN as shown in Figure 2, When a UE travels from region A to region B, the CCS at region B already has the lastest UE data related to charging that has been synchronized from the CCS at region A. While the UE stay in region B, the updated data related to charging is synchronized to the CCS at all other regions (e.g. region A, X, Y). Similarly, when the UE travels from region B to region X, the the updated data related to charging is synchronized to region A, B and Y. Although region Y has not been visited by the UE, it could also host the UE data related to charging given the multiple backup mode.  
[bookmark: _Hlk131777295][bookmark: _GoBack]This architecture supports both user scenarios discussed above, yet might be less suitable for user scenario #1 considering the complexity in managing synchronization among multiple CHF instances. The detailed architecture is demonstrated in CR S5-233455.
4	Proposal for endorsement
It is proposed that the CR in S5-233454 and/or S5-233455 are approved. 
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