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1	Decision/action requested
The group is asked to discuss and approve the proposal.
2	References
[1]	SP-220153: "New SID on Fault Supervision Evolution"
[2]	S5-225661: "draft TR 28.830 Fault supervision evolution"; v0.3.0
[3]	TS 28.104: "Management Data Analytics (MDA)"; v17.1.1

3	Rationale
This tdoc discusses alarm/fault related analysis in FSEV study [1, 2]. The capability of MDA assisted fault management may be used or enhanced in the FSEV study. 
The MDA capability of failure prediction has been specified in TS 28.104 [3], the analytics output are as follows:
-	failurePredictionObject;
-	potentialFailureType;
-	eventTime;
-	issueID;
-	perceivedSeverity;
If a potential fault/failure is predicted and reported to the comnsumer, the consumer would like to know the consequence and urgency level, whether it could be recovered automatically, and if not what actions may be needed etc. More service and network impacts analysis information on 3GPP system is helpful for the consumer to perform more proper actions. The information is also helpful for other types of alarm/fault related analysis, e.g., performance degradation analysis and predictions, KPI anomaly analysis and predictions, etc.
For example, the service and network impacts on 3GPP system may not be perceived signifcantly in densely populated urban areas if there are overlapping coverage when a few sites encounter faults. However, service outage may occur due to faults in a site if there are few overlapping coverage in suburban areas. If this kind of information can be provided, the different handlings may be performed by the consumer.

The concept of anomaly report concerns service and network impacts and whether actions are needed to mitigate the anomalies. Typical use cases are service outage, quality of service degradation and service failure risk prediction.
In contributions from previous meetings, the use cases for anomaly report of service outage, performance degradation and 5GC data failure prediction were discussed.
Service outage is a typical anomaly issue in the network, e.g., multiple gNBs may be out of service simultaneously. Multiple domains will be involved and it will cause the End to End service outage. A large amount of alarms will be reported in RAN domain and CN domain. 3GPP management system need to identify the service outage issue from the large amount of alarms from multiple domains and report the issue and its recovering status to the MnS consumers. It may require some higher level management capabilities to transmit one aggregated anomaly report according to the analytical results.
There are cases that quality of service degradation issue in a cell is caused by accessibility issue in another neighbouring cell. Multiple cells may generate a large number of alarms of performance degradation at the same time due to accessibility problem in one of the cells in a cluster. It is expected that the 3GPP management system could generate a single “anomaly report” according to the correlated alarm notifications and the performance data etc. Additional management capabilities are needed.
A service failure of the 5G core network will affect data services on a large scale. The 3GPP management system should proactively predict 5GC service failure risks on the 5G core network in advance to ensure stable operations. This kind of service failure risk prediction management capability should be considered.
Based on the topology relationship of the concerned managed objects, the impacted scope and degree of the affected service and network are evaluated and provided. The service and network impacts information are expected to be included in the anomaly report, which It may contain the following aspects:
-	scope and severity level of impacted services and the managed objectscoverage areas: the services types and users coverage areas which are affected by the fault, e.g., the name and scope of the affected services such as VoNR, URLLC service types, number of affected PDU sessions and access of network, number of users, coverage areas etc;
-	impacted resources managed objects: the network managed objects which are affected by the fault, e.g. network slice, network slice subnet, network elements, network functions, number of affected sitesgNBs and cells etc;
-	Root cause types, name and descriptions of different types of rootcauses, probability order of different root causes etc.
-	Recommended actions and the urgency level for recovery;
It is expected to have the management capability of service and network impacts analysis and include the information in the anomaly report.
Proposal 1: It is proposed to include the service and networkmanaged objects impacts information in the  anomaly reportalarm/fault related analysis.
4	Detailed proposal
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[bookmark: _Toc107987883]5.X	Key Issue #X: Potential enhancements for fault related analysis
[bookmark: _Toc107987884]5.X.1	Description
Editor’s note: This clause provides a description of the key issue.

If a potential fault/failure is predicted and reported to the comsumer, the consumer would like to know the consequence. More analysis information on 3GPP system is helpful for the consumer to perform more proper actions, e.g., performance degradation analysis and predictions, KPI anomaly analysis and predictions, etc.
For example, the impacts on 3GPP system may not be perceived signifcantly in densely populated urban areas if there are overlapping coverage when a few sites encounter faults. However, service outage may occur due to faults in a site if there are few overlapping coverage in suburban areas. If this kind of information can be provided, the different handlings may be performed by the consumer.
Based on the topology relationship of the concerned managed objects, the impacted scope and degree are evaluated and provided. It may contain the following aspects:
-	scope and severity level of the impacted managed objects: the service types and coverage areas which are affected by the fault, e.g., the VoNR, URLLC service types, number of affected PDU sessions, and the coverage areas etc;
-	impacted managed objects: the managed objects which are affected by the fault, e.g. network slice, network slice subnet, network elements, network functions, number of affected gNBs and cells etc;
-	Rootcause types, name and descriptions of different types of rootcauses, etc.
-	Recommended actions for recovery;
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