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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908 V 1.0.1 “Study on Artificial Intelligence / Machine Learning (AI/ML) management (Release 18)”.
[2]
S5-232084 “pCR TR 28.908 Re-structring content of clause 5 Use cases, potential requirements, and possible solutions”
3
Rationale
The document in [2] propses to restructure the content in clause 5 [1] and regroup the use cases and their corresponding categories to map them to the three relevant phases of the AI/ML operational workflow, i.e., Training, Deployment or Inferece. It is observed that some of the use cases categories have a mixture of use cases that apply to different operational phase. These use cases need to be relocated under the appropriate operational phase. Other use cases are relevant to more than one operational phase and therefore need to either be split or moved under the relevant phase. 
For example, under the performsnce evaluation category there are use cases that are relevant to the training/testing phase while some others are more relevant to the inference phase. Some of the use cases are also applicable to more than one operational phase and therefore need to be split with some minor changes to the text. 
The proposal in this document is linked with and building up on the baseline proposal in [2] which attempt to revise use cases re-grouping in clause 5 [1].
4
Detailed proposal
	1st Modified Section


5.1
Management Capabilities for ML training phase

5.1.1
Performance evaluation for ML training
5.1.1.1
Description

In ML model training phase (including training, validation and testing), the performance of ML model needs to be evaluated. The related performance indicators need to be collected and analysed. 

5.1.1.2
Use cases

5.1.1.2.1
Performance indicator selection for ML model training 

The ML training function may support training for single or different kinds of ML models and may support to evaluate each kind of ML model by one or more specific corresponding performance indicators. 

The MnS consumer may use some performance indicator(s) over the others to evaluate one kind of ML model. The performance indicators for training mainly include the following aspects:

-
Model training resource performance indicators:  the performance indicators of the system that the model trains. e.g., "training duration" etc.

-
Model performance indicators: performance indicators of the model itself, e.g., "accuracy", "precision", "F1 score", etc.

Therefore, the MLT MnS producer needs to provide the name(s) of supported performance indicator(s) for the MnS consumer to query and select for ML model performance evaluation. The MnS consumer may also need to provide the performance requirements of the ML model using the selected performance indicators.

The MLT MnS producer uses the selected performance indicators for evaluating ML model training, and reports with the corresponding performance score in the ML training report when the training is completed.
5.1.1.2.2
Monitoring and control of AI/ML behavior 
In a typical network operation, an operator configures and operates an ML entity according to the corresponding manual of the entity. Usually, the operator does not need to know the details of the ML entity’s internal-decision making process and implementations, simply due to “too many” ML entities running for inference in the network and also due to too much details and information that are deemed to be redundant or unnecessary for the operator, plus it is in the vendor's interest not to disclose any internal aspects of the implementation of their automation solutions. 

However, the operator may still need to guide and evaluate the solutions and to configure/reconfigure them to achieve the desired outcomes in an ML entity-agnostic manner. For example, consider the load balancing automation use case (AutoLB) summarized by Table 5.1.1.2.2-1. An AutoLB ML entity helps to decide how to distribute load among network objects. The ML entity has specific actions that it can take while the operator also has operational actions that it needs to take to customize or steer the solution, e.g. to switch off the solution, to reconfigure the solution, to change the solutions input. As such, the behavior of the ML entity in terms of the actions it takes under any given conditions needs to be related to the configuration actions from the MnS consumer (e.g., the operator)

Table 5.1.1.2.2-1: Operability of the Automated load balancing
	Automation use case
	Description
	ML entity's context
	Example ML entity's decisions
	Operator's Actions

	load balancing (AutoLB)
	Distribute load among different network objects, e.g. among cells.
	· Amount of traffic, No. of users, etc
	· select CIO values
	· set the maximum  CIO values,
· Deactivate AutoLB 


So, it is important that even without knowing the details of the ML entity, the operator needs to have the understanding of the ML entity’s overall behaviour. And, if a part of the ML entity’s decisions/actions are not what is preferred by the operator, the operator needs to customise the ML entity in order to produce the expected or optimum solutions. Additionally, some measures or means are needed to enable the operators to associate their actions to the context and to enable the operator to provide information regarding the expected behaviour of the AI/ML capabilities to facilitate the AI/ML solution. This could result in a re-design or re-training of the ML entity, according to the workflow pictured in Figure 4.2.1-1.








5.1.1.2.4
AI/ML abstract performance
The AI/ML inference MnS consumer is typically interested in understanding the performance of a given AI/ML inference instance, but it is not guaranteed that the MnS consumer understands the applicable AI/ML performance metrics, i.e., it is not always the case that the AI/ML MnS consumer is able to interpret the various metrics on performance KPIs (accuracy, confidence etc) speed, computational resource usage, etc. Relatedly, it may be necessary to provide means to abstract the measured metrics into indices that can be standardized, as such can be easily interpreted by any MnS consumer of AI/ML-related performance management. Thereby, the AI/ML inference function can request for qualification and abstraction of its performance by which a report is generated indicating the qualified abstract performance. Relatedly, an AI/ML inference MnS consumer can request the AI/ML inference MnS producer or the performance abstraction MnS producer for the abstract performance of a specific ML Entity or AI/ML inference function. This allows the MnS consumer to interpret the performance even without knowing the details of the specific applicable metrics.
Note: The AI/ML abstract performance can also be applicable for ML training phase as well as inference phase. 
5.1.1.2.5
ML entity performance indicators query and selection for ML training/testing
The ML entity performance evaluation and management is needed during training and testing phases. The related performance indicators need to be collected and analysed. The MnS producer of ML training/testing  should determine which indicators are needed, i.e., select some indicators based on the use case and  use these indicators for performance evaluation. 

The AI/ML MnS consumer may have different requests on AI/ML performance, depending on its use case and requirements, which may imply that different performance indicators may be relevant for performance evaluation. MnS producer for ML training/testing  can be queried to provide the information on supported performance indicators referring to ML entity training/testing phase. Such performance indicators in training phase may be for example accuracy/precision/recall/F1-score/MSE/MAE /confusion matrix, and in test phase may be data drift in data statistics.  Based on supported performance indicators in different phases as well as based on consumer’s requirements, the MnS consumer for ML training or ML testing may request a sub-set of supported performance indicators to be monitored and used for performance evaluation. Management capabilities are needed to enable the MnS consumer for ML training or ML testing to query the supported performance indicators and select a sub-set of performance indicators in training or testing phase to be used for performance evaluation.

5.1.1.2.6
ML entity performance indicators selection based on MnS consumer policy for ML training/testing
ML entity performance evaluation and management is needed during ML training and testing phases. The related performance indicators need to be collected and analysed. The MnS producer for ML training or testing should determine which indicators are needed or may be reported, i.e. select some indicators based on the service and use these indicators for performance evaluation. 

The AI/MnS consumer for ML training or testing may have differentiated levels of interest in the different performance dimensions or metrics. Thus, depending on its use case, the AI/ML MnS consumer may indicate the preferred behaviour and performance requirement that needs to be considered during training and testing of/from the ML entity by the ML MnS producer for ML training or testing. These performance requirements need not indicate the technical performance indicators used for ML training, testing or inference, such as "accuracy" or "precision" or "recall" or "Mean Squared Error" etc. The ML AI/MnS consumer for ML training or testing  may not be capable enough to indicate the performance metrics to be used for training and testing. Instead, the AI/ML MnS consumer may indicate the requirement using a policy or guidance that reflects the preferred performance characteristics of the ML entity. Based on the indicated policy/guidance, the 
ML MnS producer for ML training or testing may then deduce and apply the appropriate performance indicators for training or testing. Management capabilities are needed to enable the ML MnS consumer for ML training or testing to indicate the behavioural and performance policy/guidance that may be transformed by the MnS producer to a technical performance indicator during training  or testing.

5.1.1.3
Potential requirements

REQ-MODEL_PERF-TRAIN-1: The MLT MnS producer should have a capability to allow an authorized consumer to get the capabilities about what kind of ML models the training function is able to train.

REQ-MODEL_PERF-TRAIN-2: The MLT MnS producer should have a capability to allow an authorized consumer to query what performance indicators are supported by the ML training function for each kind of ML model.

REQ-MODEL_PERF-TRAIN-3: The MLT MnS producer should have a capability to allow an authorized consumer to select the performance indicators from those supported by the ML training function for reporting the training performance for each kind of ML model.

REQ-MODEL_PERF-TRAIN-4: The MLT MnS producer should have a capability to allow an authorized consumer to provide the performance requirements for the ML model training using the selected the performance indicators from those supported by the ML training function.
REQ-AI/ML_BEH-1: The 3GPP management system should have a capability to inform an authorized AI/ML MnS consumer (e.g. the operator) about the behavior of the ML entity, in an ML entity agnostic manner without the need to expose its internal characteristics.

REQ-AI/ML_BEH-2: The 3GPP management system should have a capability that enables an authorized AI/ML MnS consumer (e.g. the operator) to configure the behavior of the ML entity, in an ML entity agnostic manner that does need to expose its internal characteristics.






REQ-AI/ML_PERF-ABS-1: The 3GPP management system should have a capability for an authorized MnS consumer (e.g., an operator) to configure an abstract performance range that defines the minimum and maximum performance as expressed on an abstract performance index.

REQ-AI/ML_PERF-ABS-2: The 3GPP management system should have a capability for an authorized MnS consumer (e.g., the producer of AI/ML services such as the producer of ML training or AI/ML inference services) to request the MnS producer to abstract and qualify one or more ML performance metrics of one or more specific ML entities.

REQ-AI/ML_PERF-ABS-3: The 3GPP management system should have a capability for an authorized MnS consumer (e.g., the MnS consumer of AI/ML services such as the MnS consumer of ML training) to request the abstract performance of one or more specific ML entities.

REQ-AI/ML_PERF-ABS-4: The 3GPP management system should have a capability for an authorized MnS consumer (e.g., the operator) to request the MnS producer to provide the abstract performance as a performance abstraction report of one or more ML performance metrics of one or more ML entities.
REQ-AI/ML_PERF -SEL-1: The MLT MnS producer should have a capability allowing the authorized MnS consumer to discover supported AI/ML performance indicators related to ML training and testing  and select some the desired indicators based on the MnS consumer’s requirements. 

REQ-AI/ML_PERF-POL-1: The AI/ML MnS producer should have a capability allowing the authorized MnS consumer to indicate a performance policy related to ML model training and testing phases.
5.1.1.4
Possible solutions

5.1.1.4.1
Potential solutions for performance indicator selection for ML model training

This solution uses the instances of following IOCs or attribute for interaction between MnS producer and consumer to support the performance indicator selection for ML model training:

1) 
The IOC or attribute representing the ML training capability, for example named as MLTrainingCapability, contained by MLTrainingFunction (see TS 28.105 [4]). 

This IOC or attribute is created by the MnS producer and contains the following attributes:

- 
inference type of the ML model that the ML training function supports to train;

-
supported performance metrics (see performanceMetric in TS 28.105 [4]).

2) 
The IOC MLTrainingRequest (see TS 28.105 [4]) with the existing performanceRequirements attribute. The performanceMetric element of the ModelPerformance  data type for the performanceRequirements attribute is semantically extended to indicate the MnS consumer selected performance indicator/metric.

NOTE: 
The name of the IOCs and attributes are to be decided in normative phase.

5.1.1.4.2
Potential solutions for monitoring and control of AI/ML behavior 
To allow for monitoring and control of AI/ML behavior :

- 
The contexts and actions of the AI/ML MnS provider are grouped into operational modes represented by abstract states that are understood by both the AI/ML MnS provider and the AI/ML MnS Consumer.
> 
For example, the Robocar may be considered to have a few (e.g. two) abstract states 
>>
normal operations, where the Robocar may be simply given a destination and let to act as it wishes
>>
extraneous circumstances, which represents unusual conditions such an accident on the road (as learned from the radio), abnormal street conditions such an unusually wet street due to pipe splashing water onto the street or a street power line bent into the road. In such cases the operator actions may be different , e.g. to ask the car to make a sudden stop or sudden turn.
> 
The expected number of abstract states depends on use case but is in general a small number. So, the maximum number of abstract states may be set to a small value but large enough to support most use cases (e.g. a set of states numbered 0-16 or 0-63).
- 
Each ML entity or AI/ML inference function should have an object say called abstract behavior that contains characteristics of the abstract behavior of the ML entity or AI/ML inference function. The abstract behavior may be an IOC names say, abstractBehavior and name contained on the ML entity or AI/ML inference function. The abstract behavior contains 2 attributes- the candidate abstract states and the applied abstract states. 

- 
A list of candidate abstract states and their candidate actions and a list of the selected and configured abstract states and their respective selected actions. 

- 
Introduce a datatype for the candidate abstract state, say called candidateAbstractState. 

> 
Introduce candidateAbstractStates as an attribute of the abstract behavior. The candidateAbstractState is a list of abstract states and where each state has a list of candidate abstract actions for that abstract state. 
> 
Each candidateAbstractState may have a string identifier of the abstract state, a human readable description and a list of possible actions that may be selected for that state. As such there should be an attribute for possible actions, say called possibleActions that holds the possible actions for that state. The possibleActions attribute may be an enumeration of the actions from which the MnS consumer may chose those to be applied.

- 
Introduce a datatype for the applied abstract states, say called appliedAbstractStates. 

> 
The appliedAbstractStates is a list of state-action tuples. Each state may be represented by an identifier for the respective state as listed in the candidateAbstractStates. Similarly, each action may be represented by an identifier for the respective action as listed in the possibleActions of the respective candidateAbstractState.


















5.1.1.4.4
Potential solutions for AI/ML performance abstraction

Introduce an IOC for AI/ML performance abstraction as the entity that is the producer of AI/ML performance abstraction and supports all the related services for request and delivery of qualified ML performance Abstraction. The IOC may be named MLPerformanceAbstraction. 

MLPerformanceAbstraction may be name-contained in either a Subnetwork, a ManagedFunction or a ManagementFunction. 
-
The MLPerformanceAbstraction receives a request for the qualification and abstraction of one or more ML Performance metric(s) of a specific ML Entity. 

The request might be an IOC and may be named MLPerfQualRequest.
-
The request may contain the raw metrics (Confusion Matrix, Precision and Recall, F1-score, AU-ROC, …) or the input(s) and the expected output(s) of the stated ML entity for which performance abstraction is desired. 

-
For each request, the MLPerformanceAbstraction provides a response that contains the report on the qualified abstract performance. The report might be named MLAbstractPerfReport. 

Abstraction of ML Performance

An IOC is introduced to support ML performance abstraction. It might be named mlPerformanceIndex. The mlPerformanceIndex has a pre-defined index range that specifies the absolute minimum and maximum performance. It is introduced as an attribute to the mlPerformanceIndex and might be named mlPerformanceIndexRange.
-
The mlPerformanceIndexRange is standardized and known by both the consumers and the producers of AI/ML services and may be applied for different performance metrics.

-
For each performance metric, the performance abstraction producer should map the specific performance value to the predefined mlPerformanceIndexRange to generate the specific mlAbstractPerfIndex value for that performance metric value. This can then be communicated to the consumers, who do not need to know the original performance metric value or its interpretation but can still make sense of the achieved performance.

-
The mlPerformanceIndex may be computed based on only one performance metric. However, an aggregate index may also be computed for a combination of multiple performance metrics, to generate the specific mlAggregatePerfIndex value.

Requesting and Reporting on ML Performance Abstraction

The MLPerformanceAbstraction has the capability to compute an abstraction of the performance of a given ML Entity given the achieved performance of the ML Entity on the specific metrics. A mlPerformanceIndexRange is configured onto the MLPerformanceAbstraction to indicate the fixed range on which all performances are to be mapped.
>
For each request to abstract and qualify the performance of the a given ML Entity, an MnS consumer creates a new request, might be named MLPerfQualRequest, on the MLPerformanceAbstraction, i.e., MLPerfQualRequest should be an IOC that is instantiated for each request to abstract and qualify performance.

>
Any request for qualifying and abstracting performance state the following:

>>
mLFunctionID: the identifier of the specific AI/ML inference function the MnS consumer wishes to have performance qualified and abstracted. In some cases, the request may be submitted by the network function  having ML capabilities itself, in such a case the network function submits its own DN.
>>
MLEntityID: The request may optionally state the identifier of the specific ML entity for which the MnS consumer wishes to have performance qualified and abstracted. 

>>
mlPerformanceMetrics: The request indicates the specific one or more ML-related performance metrics and their values that should be evaluated by the MLPerformanceAbstraction for generating the abstract performance index. 

>
Following the request, the MLPerformanceAbstraction computes the mlPerformanceIndex as the abstraction of the performance metric values as fitted to the specified mlPerformanceIndexRange.
For the computed mlPerformanceIndex, the MLPerformanceAbstraction compiles report containing the computed mlPerformanceIndex. Then it forwards it to the MnS consumer (the function that requested for the performance abstraction) to notify the MnS consumer about the outcomes of the performance abstraction. Subsequent to reporting the MLPerformanceAbstraction may also publish the abstract performance to some shared publication space. The report is a data type and might be named MLAbstractPerfReport.

5.1.1.4.5
Potential solutions for ML entity performance indicators query and selection
This solution extends the ModelPerformance data type to specify which ML performance indicators can be supported by ML Entity or its hosting function (e.g., MLTrainingFunction or MLInferenceFunction). The same data type can be used to activate the notification on specific ML performance indicators based on the request by the authorized MnS consumer.    

-  SupportedMlPerformance <<dataType>>

This data type specifies the performance indicator which can be supported by an ML entity or a function (e.g., MLTrainingFunction or MLInferenceFunction).  It contains the tuples of supportedPerformanceMetric and activatedPerformanceMetric attributes. The supportedPerformanceMetric indicates performance metric which AIML entity or a function is capable of providing e.g., accuracy/precision/recall/F1-score/MSE/MAE. The authorized MnS consumer should be notified only on a specific subset of such performance metrics for which the activatedPerformanceMetric indicator is set.
-  Attributes 

	Attribute name
	Support Qualifier
	isReadable 
	isWritable
	isInvariant
	isNotifyable

	supportedPerformanceMetric
	M
	T
	F
	F
	T

	activatedPerformanceMetric
	M
	T
	F
	F
	T


-  Attribute definitions 

	Attribute Name
	Documentation and Allowed Values
	Properties

	SupportedPerformanceMetric
	It indicates the performance metric which AIML entity or a function is capable of providing  e.g. "accuracy", "precision", "F1 score", etc. 

allowedValues: N/A.
	Type: String

multiplicity: 1

isOrdered: N/A

isUnique: True

defaultValue: None

isNullable: False

	ActivatedPerformanceMetric
	It indicates whether the ML MnS consumer activated the notifications on specific performance metric.

Setting this attribute to "TRUE" the SupportedPerformanceMetric will be notified to the consumer.
	Type: Boolean

multiplicity: 0..1

isOrdered: N/A

isUnique: N/A

defaultValue: FALSE

isNullable: False


5.1.1.4.6
Potential solutions for policy-based performance indicator selection

Following is the proposed solution based on information model defined in TS28.105 [2]. 

- 
Existing ModelPerformance <<datatype>> as part of MLTrainingRequest IOC may be extended optionally with attribute that represents the behavioural requirements as a policy. This attribute may be named as "trainingPolicyIndicator". 

- 
This attribute may contain information on the magnitude of the sensitive inference as a triplet. Some examples may look like following. 

Example 1:

False Positives, less, 10

- 
The above example indicates the training to be performed such that the probability of false positives is less than 10 % in case of classification.

Example 2:

Over-Prediction, high, 80

- 
The above example indicates the training to be performed such that the probability of over-prediction is greater than 80 % in case of regression.

This information along with the existing "performanceScore" and "performanceMetric" may help the ML Training Producer to train the ML entity efficiently for the specific use case. This attribute may be applicable when configured in MLTrainingRequest IOC and not applicable in MLTrainingReport IOC.

A similar solution can be applied to the testing and inference functions.
5.1.1.5
Evaluation

The solution described in clause 5.1.1.4.1 uses the NRM based solution for the consumer to query the supported ML training capabilities, and reuses the existing IOC and attributes in maximum extend. The new and existing NRMs can be easily and clearly correlated in this solution. Therefore, the solution described in clause 5.1.1.4.1 is a feasible solution.

The solution described in clause 5.1.1.4.2 enhances the existing information model for the MLEntity with 1 IOC that contains two attributes. These allow to hold the candidate abstract behavior for the ML entity and the applied, e.g., as set by the AI/ML MnS consumer. These information elements should support management and control of the abstract behavior of the ML entity or the related AI/ML inference function. Therefore, the solution described in clause 5.1.1.4.2 is a feasible solution for monitoring and control of AI/ML behavior.






The solution described in clause 5.1.1.4.4 reuses the existing provisioning MnS operations and notifications in combination with extensions of the NRM. Indeed, requests for qualifying and abstracting performance of ML training, AI/ML inference function or an ML entity may be instantiated using provisioning Management service implemented via CRUD (Create, Read, Update, Delete) operations on the request objects. The solution provides the flexibility to allow any function to be the MnS producer for ML performance abstraction, e.g., the training function or the inference function. It also allows any function that utilizes ML related results to consume that resulting report for the performance abstraction. 

Therefore, the solution described in clause 5.1.1.4.4 is a feasible solution to be developed further in the normative specifications. 

The solution described in clause 5.1.1.4.5 is NRM-based approach and reuses the existing provisioning MnS operations. It is consistent with the ML entity definitions and enhances its existing attributes. It provides the means to facilitate both capturing the information on the supported performance indicators in different ML phases as well as selecting the performance indicators to be provided using the consistent NRM-based approach.
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5.3.6
Performance evaluation for AI/ML inference
5.3.6.1
Description
In the AI/ML inference phase, the performance of the inference function and ML model need to be evaluated against consumer's provided performance expectations/targets, in order to identify and timely fix any problem. Actions to fix any problem would be e.g., to trigger the ML model/entity re-training, testing, and re-deployment.
5.3.6.2
Use cases
5.3.6.2.1

AI/ML performance evaluation in inference phase 

In the inference phase, the inference function (including MDAF, NWDAF and RAN intelligence functions) uses one or more ML entities for inference and generates the inference output.

The consumer (e.g., a Network or Management function) may take some actions according to the inference output provided by the inference function. If the actions are taken accordingly, the network performance is expected to be optimized. Each inference function has its specific focus and will impact the network performance from different perspectives.

The consumer may choose to not take any actions by various reasons, for instance lacking confidence in the inference output, avoiding potential conflict with other actions or when no actions are needed or recommended at all according to the inference output. 

For evaluating the performance of the AI/ML inference function and ML entity, the operator needs to be able to get the inference output generated by each inference function and be informed if actions are taken based or according to the inference output.

In the inference phase, the performance of a running ML entity may degrade over time due to changes in network state, which will affect the related network performance and service. Thus, it is necessary to evaluate the performance of the ML entity during the inference process. If the inference output is executed, the network performance related to each inference function also needs to be evaluated.

Depending on the performance, the operator may request the ML training function to re-train the ML model(s).

5.3.6.2.2
ML entity performance indicators query and selection for AI/ML inference

The ML entity performance evaluation and management is needed during inference phase. The related performance indicators need to be collected and analysed. The MnS producer of ML inference should determine which indicators are needed, i.e., select some indicators based on the use case and use these indicators for performance evaluation. 

The AI/ML MnS consumer may have different requests on AI/ML performance, depending on its use case and requirements, which may imply that different performance indicators may be relevant for performance evaluation. MnS producer for ML inference can be queried to provide the information on supported performance indicators referring to ML entity inference phase. Such performance indicators in inference phase may be confidence.  Based on supported performance indicators in inference phase as well as based on consumer’s requirements, the MnS consumer for ML inference may request a sub-set of supported performance indicators to be monitored and used for performance evaluation. Management capabilities are needed to enable the MnS consumer for ML inference to query the supported performance indicators and select a sub-set of performance indicators to be used for performance evaluation.

5.3.6.2.3
ML entity performance indicators selection based on MnS consumer policy for AI/ML inference
ML entity performance evaluation and management is needed during inference phase. The related performance indicators need to be collected and analysed. The MnS producer for inference should determine which indicators are needed or may be reported, i.e. select some indicators based on the service and use these indicators for performance evaluation. 

The MnS consumer for inference may have differentiated levels of interest in the different performance dimensions or metrics. Thus, depending on its use case, the AI/ML MnS consumer may indicate the preferred behaviour and performance requirement that needs to be considered during inference of/from the ML entity by the ML MnS Producer for ML inference. The ML MnS consumer for inference may not be capable enough to indicate the performance metrics. Instead, the AI/ML MnS consumer may indicate the requirement using a policy or guidance that reflects the preferred performance characteristics of the ML entity. Based on the indicated policy/guidance, the AI/ML MnS producer may then deduce and apply the appropriate performance indicators for inference. Management capabilities are needed to enable the AI/ML MnS consumer for inference to indicate the behavioural and performance policy/guidance that may be transformed by the MnS producer to a technical performance indicator during inference.

5.3.6.3
Potential requirements

REQ- AI/ML_PERF-INF-1: The MnS producer responsible for AI/ML inference performance management should have a capability to allow an authorized consumer to get the inference output provided by an inference function (MDAF, NWDAF or RAN intelligence function).

REQ- AI/ML_PERF-INF-2: The MnS producer responsible for AI/ML inference performance management should have a capability to allow an authorized consumer to provide feedback about an inference output.
REQ- AI/ML_PERF-INF-3: The MnS producer responsible for AI/ML inference performance management should have a capability to allow an authorized consumer to be informed about the actions taken that were triggered by the inference output provided by an inference function (MDAF, NWDAF or RAN intelligence function).
REQ- AI/ML_PERF-INF-4: The MnS producer responsible for AI/ML inference performance management should have a capability to allow an authorized consumer to collect the performance data related to an inference function (MDAF, NWDAF or RAN intelligence function).

REQ- AI/ML_PERF-INF-5: The MnS producer responsible for AI/ML inference performance management should have a capability to allow an authorized consumer to collect the performance data for evaluating the performance of an ML entity during inference.
REQ-AI/ML_PERF -SEL-1: The MLT MnS producer should have a capability allowing the authorized MnS consumer to discover supported AI/ML performance indicators related to AI/ML inference  and select some the desired indicators based on the MnS consumer’s requirements. 

REQ-AI/ML_PERF-POL-1: The AI/ML MnS producer should have a capability allowing the authorized MnS consumer to indicate a performance policy related to AI/ML inference phase.

5.3.6.4
Possible solutions

5.3.6.4.1
Potential solutions for AI/ML performance evaluation in inference phase

This solution comprises of the following aspects:

- 
For getting the inference output, the MDA MnS (see TS 28.104 [2]) already supports MDA reporting by notifications, file and data streaming. The same approach can be applied to reporting other kinds of inference output (NWDAF analytics report, RAN intelligence output). A common data format may be defined for all kinds of inference outputs, and the format will be decided in normative phase.

- 
For providing the feedback about the inference output, the IOC representing the feedback, for example named as InferenceFeedback, can be used to allow the MnS consumer to create an instance on the producer. This IOC contains the following attributes:

-
inference report id;

-
indication of whether there are actions to be taken triggered by the inference report;

-
feedback for the inference report, e.g., lack of confidence or accuracy for a specific output information element.

-
For being informed about the actions taken trigged by the inference output, the NRM notification representing the already taken actions triggered by the inference is used. For example defining a new IOC named as ActionsTriggeredByInferenceOutput, or enhancing the existing notifications for the NRMs. The notification contains the following information:

-
inference report id that triggers the action;

-
actions taken (this information is already supported when enhancing the existing notifications).

- 
For monitoring the network performance related to each inference function, the performance measurements related to each inference function need to be defined to allow the MnS consumer to collect:

-
For the performance measurements related to MDAF, the performance measurements listed in the analytics enabling data for each MDA capability can be used for performance evaluation of MDAF (see TS 28.104 [2]);

-
For the performance measurements related to NWDAF, the studies are described in TR 28.864 [6];

-
For the performance data related to RAN intelligence functions, including RAN intelligence ES function, RAN intelligence MRO function, RAN intelligence MLB function, the MDT data and following performance measurements for MRO, Energy Efficiency and MLB respectively can be reused:

-
for RAN intelligence ES function, the measurements related to distributed energy saving (see clause 6.2.3.1.3.2 of TS 28.310 [7], TS 28.552[8]) for NG-RAN can be reused;

-
for RAN intelligence MRO function, the measurements related to D-MRO (see clauses 7.1.2.3.1 and 7.1.6.3.1 of TS 28.313 [9], TS 28.552 [8]) can be reused;

-
for RAN intelligence MLB function, the measurements related to D-MLB (see clauses 7.1.5.3.1 of TS 28.313 [9], TS 28.552 [8]) can be reused.

5.3.6.4.2
Potential solutions for AI/ML performance abstraction for AI/ML inference
The solutions given in clause 5.1.1.4.4 are applicable for AI/ML inference performance abstraction.
5.3.6.4.3
Potential solutions for ML entity performance indicators query and selection for AI/ML inference

The solutions given in clause 5.1.1.4.5 are applicable for ML entity performance indicators query and selection for AI/ML inference.

5.3.6.4.4
Potential solutions for policy-based performance indicator selection based on MnS consumer policy for AI/ML inference
The solutions given in clause 5.1.1.4.6 are applicable for ML entity performance indicators selection based on MnS consumer policy for AI/ML inference.
5.3.6.5
Evaluation

The solutions described in clause 5.3.6.4.1: 

-
reuses already defined MDA reporting mechanisms for inference output reporting, which may require some minimal change to make the solution (e.g., reporting format) applicable to all kinds of inference functions;

-
uses NRM based solution for providing the feedback and informing the taken actions, which makes the new and existing NRMs can be easily and clearly correlated;

-
reuses the existing performance measurements for monitoring the network performance related to each inference function. 

Therefore, the solutions described in clause 5.3.6.4.1 are feasible.

	End of Modified Sections



