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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908 V 1.0.1 “Study on Artificial Intelligence / Machine Learning (AI/ML) management (Release 18)”.
[2]
S5-232084 “pCR TR 28.908 Re-structring content of clause 5 Use cases, potential requirements, and possible solutions”
3
Rationale
The document in [2] propses to restructure the content in clause 5 [1] and regroup the use cases and their corresponding categories to map them to the three relevant phases of the AI/ML operational workflow, i.e., Training/testing, Deployment or Inferece. It is observed that some of the use cases categories have a mixture of use cases that apply to different operational phase. Some of the use cases are relevant to more than one operational phase and therefore need to either be split or moved under the relevant phase. Also, 
Currently the the Trustworthy Machine Learning category is listed under the training/testing operational phse [2]. There are use cases in this category that are relevant to the training/testing phase while some others are more relevant to the inference phase. In fact, some of the use cases are also applicable to more than one operational phase and therefore need to be split with some minor changes to the text and clarification notes. 
The proposal in this document is linked and building up on the baseline proposal in [2] which attempts to revise the use cases structure in clause 5. The proposed change in this document assumes the revised claused 5 TR in [2] as the target for implementing the changes. 
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Detailed proposal
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5.1.8
Trustworthy Machine Learning for ML training
5.1.8.1
Description

During ML training, testing and inference, the AI/ML trustworthiness management is needed. Based on the risk level (e.g., unacceptable, high, minimal) of the use case, the trustworthiness requirements for ML training, testing and inference may vary and therefore the related trustworthiness mechanisms need to be configured and monitored. The purpose of AI/ML trustworthiness is to ensure that the model being trained, tested, and deployed is explainable, fair and robust. 

NOTE:
In the context of SA5, explainability of a model refers to explaining individual decisions predicted by the model and not explaining the internal behavior of the model itself.

The EU has proposed an AI regulation act for AI/ML consisting of several key requirements that the AI/ML systems should meet (based on the risk level of the use case) for them to be considered trustworthy [10]. These requirements include human agency and oversight, technical robustness and safety, privacy and data governance, transparency, diversity, non-discrimination and fairness, accountability, societal and environmental well-being. More details on each of these seven requirements are described in [11]. Furthermore, ISO/IEC analyses the factors that can impact the trustworthiness of systems providing or using AI and possible approaches or requirements to improving their trustworthiness that can be used by any business regardless of its size or sector [12]. 
Three well known categories under the umbrella of Trustworthy Machine Learning are as follows:
Explainable Machine Learning: Explainability in machine learning refers to the ability of ML models to enable humans to understand decisions or predictions made by them.

Fair Machine Learning: Fairness in machine learning refers to the process of correcting and eliminating bias in machine learning models. 

Robust Machine Learning: Robustness in machine learning refers to the process of handling various forms of errors/corruptions in machine learning models as well as changes in the underlying data distribution in an automatic way.

These features apply to the four aspects of the ML process:

-
Data processing for use towards training, testing and inference,

-
The training of ML entities,

-
The testing of ML entities,

-
The use of ML entities for inference.
Note: the description given above in clause 5.1.8.1 and use cases in clauses 5.1.8.2.1 and 5.1.8.2.2 described below relate to both training/testing and inference phases.
5.1.8.2
Use cases

5.1.8.2.1
AI/ML trustworthiness indicators

The AI/ML trustworthiness indicators related to ML training, testing and inference need to be precisely defined. The indicators mainly include three aspects:

Explainability-related indicators: the explainability indicators of the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:

-
provide local explanation for one particular instance predicted by the ML entity without disclosing the ML entity internals.

-
provide global explanation for a group of instances predicted by the ML entity without disclosing the ML entity internals.

-
evaluate monotonicity - a quantitative metric for explainability - that measures the effect of individual features on ML entity performance by evaluating the effect on ML entity performance by incrementally adding each feature in order of increasing importance.

Fairness-related indicators: the fairness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to:

-
evaluate disparate impact - a quantitative measure for fairness - that measures the ratio of rate of favourable outcome for the unprivileged group to that of the privileged group.

-
evaluate Manhattan distance - a quantitative measure for fairness - that measures the average distance between the samples from two datasets.

-
evaluate average odds difference - a quantitative measure for fairness - that measures the average difference of false positive rate and true positive rate between unprivileged and privileged groups.

Robustness-related indicators: the robustness indicators of the data or the ML entity. For example, the AI/ML MnS consumer may indicate the AI/ML MnS producer to: 

-
evaluate missingness ratio - a quantitative measure for robustness - that measures the percentage of missing values in the training dataset.

Depending on the use case, some or all trustworthiness indicators can be selected for monitoring and evaluation. The AI/ML MnS consumer should first determine which indicators are needed and then request the AI/ML MnS producer to monitor and evaluate the requested indicators.
5.1.8.2.2
AI/ML data trustworthiness

The training data, testing data and inference data used for ML training, testing and inference, respectively, may need to be pre-processed according to the desired trustworthiness measure of the ML model. For example,

-
The samples in the training data and testing data can be labelled to include the ground-truth explanation label (in addition to the ground-truth class label). Therefore, the ML model can be trained to predict both ground-truth explanations label and ground-truth class label for an inference sample.

-
The samples in the training data and testing data can be assigned weights to ensure individual or group fairness in the ML model.

-
The missing features in the training data, testing data and inference data can be imputed with mean values to ensure the ML model is technically robust.

-
Noise can be added to the training data and testing data to ensure that the data samples are free from any kind of poisoning attacks.

Depending on the use case, some or all data trustworthiness pre-processing techniques can be applied before training, testing and deployment of the ML model. The MnS consumer should be enabled to receive information on the supported trustworthiness-related data processing capabilities for training, testing or inference. Moreover the producer of data processing be it for training, testing or inference should enable the MnS consumer to provide requirements for trustworthiness which should then be considered in the data processing. And the MnS consumer should be enabled to define their reporting characteristics for ML trustworthiness.

5.1.8.2.3
ML training trustworthiness

The ML training may need to be performed according to the desired trustworthiness measure of the ML model. For example,

-
The ML model can be trained to generate explanations for the predictions.

-
The ML model can be trained to detect and mitigate biased outcomes.

-
The ML model can be trained to perform well on unseen or missing data.

-
The ML model can be trained together with adversarial input samples so that the trained model can detect adversaries.

Depending on the use case, one or more training trustworthiness techniques can be applied during training the ML model. Therefore, the ML training producer can be queried to provide information on the supported training trustworthiness capabilities enabling the ML training MnS consumer to request for a subset of supported training trustworthiness characteristics to be configured, measured, and reported.








5.1.8.4
Potential requirements

REQ-ML_TRUST_IND-1 The AI/ML MnS producer should have a capability to define trustworthiness indicators for AI/ML data or ML entity and select some indicators based on the use case.

REQ-ML_TRUST_IND-2 The AI/ML MnS producer should have a capability to define a common trustworthiness measure covering main aspects of trustworthiness indicators of AI/ML data or ML entity.

REQ-ML_TRUST_IND-3 The AI/ML MnS producer should have a capability to enable the authorized MnS consumer to request for the desired individual or common trustworthiness measure of AI/ML data or ML entity.

REQ-ML_TRUST_IND-4 The AI/ML MnS producer should have a capability to report to the authorized MnS consumer the achieved individual or common trustworthiness measure of AI/ML data or ML entity.

REQ-ML_DATA_TRUST-1 The producer(s) of ML training, ML testing and AI/ML inference service(s) should support a capability to enable an authorized MnS consumer to request reporting on the supported data trustworthiness related pre-processing capabilities of an ML entity.
REQ-ML_DATA_TRUST-2 The producer(s) of ML training, ML testing and AI/ML inference service(s) should have a capability to pre-process the training data, testing data and inference data of an ML entity to satisfy the desired data trustworthiness measure.
REQ-ML_DATA_TRUST-3 The  producer(s)of ML training, ML testing and AI/ML inference service(s) should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the data trustworthiness reports of an ML entity. 
REQ-ML_TRAIN_TRUST-1 The ML training MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported training explainability capabilities of an ML entity.

REQ-ML_TRAIN_TRUST-2 The ML training MnS producer should have a capability to train a specific ML entity using training data with explainability characteristics as defined by the MnS consumer.
REQ-ML_TRAIN_TRUST-3 The ML training MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the training explainability reports  of an ML entity.

REQ-ML_TRAIN_TRUST-4 The ML training MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported training fairness capabilities of an ML entity.

REQ-ML_TRAIN_TRUST-5 The ML training MnS producer should have a capability to train a specific ML entity using training data with fairness characteristics as defined by the MnS consumer.
REQ-ML_TRAIN_TRUST-6 The ML training MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the training fairness reports of an ML entity.

REQ-ML_TRAIN_TRUST-7 The ML training MnS producer should support a capability to enable an authorized MnS consumer to request reporting on the supported training robustness capabilities of an ML entity.

REQ-ML_TRAIN_TRUST-8 The ML training MnS producer should have a capability to train a specific ML entity using training data with robustness characteristics as defined by the MnS consumer.
REQ-ML_TRAIN_TRUST-9 The ML training MnS producer should support a capability to enable an authorized MnS consumer to define the reporting characteristics related to the training robustness  reports  of an ML entity.







5.1.8.5
Possible solutions

TBD

5.1.8.6
Evaluation

TBD
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5.3.7
Trustworthy Machine Learning for AI/ML inference
5.3.7.1
Description
The description in clause clause 5.1.8.2.1 applies.
5.3.7.2

Use cases
Note: In addition to the following, the use cases in clause 5.1.8.2.1 and 5.1.8.2.2 may also be relevant to inference phase.
5.3.7.2.1


AI/ML inference trustworthiness
The AI/ML inference may need to be performed according to the desired trustworthiness measure of the ML model. For example:

-
Post-processing explanations can be generated based on one or multiple inferences generated by the ML model.

-
The ML model can be trained to flip biased outcomes during inference using post-processing fairness techniques, for e.g., based on confidence value of a prediction.
-
The ML model can be trained to infer well on unseen or missing inference data.

-
Perturbing model predictions to obfuscate labels/confidence information to protect them from model inversion or model extraction attacks.

Depending on the use case, one or more inference trustworthiness techniques can be applied on the deployed ML model. Therefore, the AI/ML inference producer can be queried to provide information on the supported inference trustworthiness capabilities enabling the AI/ML inference consumer to request for a subset of supported inference trustworthiness characteristics to be configured, measured, and reported.
5.3.7.3
Potential requirements

REQ-ML_INF_TRUST-1 The provider of AI/ML inference should have a capability to infer using a specific ML entity rained and tested with explainability characteristics as defined by the MnS consumer.
REQ-ML_INF_TRUST-2 The provider of AI/ML inference should support a capability for an authorized MnS consumer to define the reporting characteristics related to the inference explainability reports of an ML entity. 

REQ-ML_INF_TRUST-3 The provider of AI/ML inference should have a capability to infer using a specific ML entity trained and tested with fairness characteristics as defined by the MnS consumer.
REQ-ML_INF_TRUST-4 The provider of AI/ML inference should support a capability for an authorized MnS consumer to define the reporting characteristics related to the inference fairness reports of an ML entity.  

REQ-ML_INF_TRUST-5 The provider of AI/ML inference should have a capability to infer using a specific ML entity trained and tested with robustness characteristics as defined by the MnS consumer.
REQ-ML_INF_TRUST-6 The provider of AI/ML inference should support a capability for an authorized MnS consumer to define the reporting characteristics related to the inference robustness reports of an ML entity. 
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