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1	Decision/action requested
The group is asked to discuss and approve the proposals.
2	References
[1]	3GPP TR 22.867: "Study on 5G smart energy and infrastructure
[2]            3GPP TR 28.829: "Study on Network and Service Operations for Energy Utilities"
[3]            S5-216428 : New SID on Network and Service Operations for Energy Utilities
3	Rationale
This update makes minor changes in 6.5 for clarity and correctness
4	Detailed proposal
	First Change



[bookmark: _Toc112314403][bookmark: _Toc112314583][bookmark: _Toc119925359][bookmark: _Hlk127518340]6.5	Business use case: MNO exposes Network Performance Monitoring
[bookmark: _Toc112314404][bookmark: _Toc112314584][bookmark: _Toc119925360]6.5.1	Description
Motivation
In 6.1, it was explained that DSOs require extremely high availability for communication to provide distribution automation and SCADA services to prevent energy service outages. Unlike the use case 6.4 MNO exposes Network Service Alarm, this use case focusses on proactive measures. The motivation for this is described in 6.1.1. 
The sooner and in sufficient detail that the DSO obtains information regarding communication service deterioration, the better. This deterioration may be considered a 'problem.' (The term 'problem' is used in the sense described in Annex A, a reduction in service metrics. This is distinguished from an 'incident' in which required service levels cannot be maintained.)
As described in 6.1, a DSO can determine levels of service over time by means of their own infrastructure. The DSO has many routers in their network. These provide networking within substation networks and have wireless access interfaces to connect the substation network over a wide area. These routers perform periodic monitoring operations, e.g. sending ICMP echo (ping) messages to ascertain latency and reachability. In addition, the UE has access to radio and cellular information - signal strength, serviced Cell ID, radio technology. These measurements are captured on the UE and obtained 'over the top' by the DSO using their own management system over time. The acquired data are assessed to discern trends that, historically considered, indicate that an incident is likely. This monitoring occurs at a coarse granularity (e.g. one measurement per minute.) There are two shortcomings to this approach that this use case seeks to overcome:
1. 	The information is based on measurements of single nodes only, not the overall network. The DSO knows (a) the location of each of their devices and the served serving Cell ID. (b) The DSO has several devices (in the same cell) and can by means of correlation of data received by devices identify possible problems that affect the entire cell. (c) the nature of the deterioration of performance remains ambiguous - is it an issue in the DSO's own network (essentially a managed set of VLANs and substation networks), or is it a problem in the MNO's network?
2. 	The granularity of the measurement is coarse, the bandwidth requirements to control and collect the data significant compared to the service data traffic (when there is no need for more than routine monitoring and management of the energy system) and the measurements are distributed - requiring connectivity to all UEs. To the extent the performance deteriorates, so too does the access of the DSO to the UEs that provide measurements. So, as an incident approaches, just when more information granularity is needed, it becomes increasingly difficult to acquire data.
These two problems have one clear solution: centralized information obtained from the MNO instead of decentralized information acquisition. The exposed information from the MNO will correspond to the network performance absolutely, it need not be approximated. It will assist in determining the cause of performance problems - if the MNO does not report the problem but it is detected in the DSO network, this indicates that the problem is in the DSO network. If the MNO reports performance indicating a problem, then the DSO can focus on this rather than on investigating the root cause of the problem in their own network. The centralized measurements will be more efficient, can be of finer granularity, will be available even if the network performance seriously declines.
The acquired data is used, as described in 6.1, to determine when to initiate back up communication capabilities. These take some time (e.g. 2 minutes) to activate. Accurate, timely, sufficiently granular information can lead to better historical information, which correlates diverse behaviors of the network including service performance incidents. This can lead to improved understanding of service, such as periodic changes in serivceservice levels and on the other hand developments that have historically been associated with service level incidents. 
In the latter, rare case, the DSO may elect to take proactive decsionsdecisions. These proactive decisions will improve communication service availability. It is essential to maintain the best possible communciationcommunication service availability to avoid even brief intervals of lack of availability of communication. If there is a specific need to monitor and manage the network during one of these intervals, it will not be possible to do so (i.e. by means of Distribution Automation or SCADA smart energy services), and this could lead to damage or an outage affecting energy service customers.
Background
See use case 6.1.
[bookmark: _Toc112314405][bookmark: _Toc112314585][bookmark: _Toc119925361]6.5.2	Details
Use Case Actors
DSO network operations center engineer:	The DSO network operations center engineer is responsible for deploying monitoring and control mechanisms in the network. The DSO network operations center engineer determines how to control and configure the network for resiliency, e.g. when and how to switch between different accesses to maximize availability.
DSO electrical system operations center engineer: This actor is responsible for maintaining availability, efficiency and safety of the energy system.
Use case service flow
1. The energy system is monitored and managed by the DSO electrical system operations center engineer. It who relies upon a functioning network to communicate with electrical utility equipment in substation networks. 
2. There are a set of substation networks with routers that include a UE for wide area communications. The DSO network operations center engineer is responsible for this network. The DSO network operations center engineer employs monitoring mechanisms to observe the performance of the telecommunications network over time, to capture historic data and continually watch for performance degradation indicating risk of an incident, as described in 6.1.1 and the 6.Y.1 above. These monitoring mechanisms are exposed by the MNO, so that authorized third parties (including the DSO) are able to receive performance monitoring information.
NOTE: 	The alarms are provided at the network level, based on the overall statistical performance of the network. The alarms described here do not correspond to the performance of individual UEs or sessions.
3. The DSO network operations center engineer, using the exposed monitoring mechanism interface, can request which metrics, under which conditions, will be provided. The interface provides a means by which the alarms can be configured, including frequency and parameters to report. 
	Parameter
	Configuration
	Expected Behavior
	Notes

	latency
	location (cell ID), frequency of reporting, granularity of reporting.
	The report is provided by network exposure by the MNO.
	The time of the measurement is crucial, so this information is included in the report delivered to the DSO.

	throughput
	location (cell ID), frequency of reporting, granularity of reporting.
	The report is provided by network exposure by the MNO.
	As above.

	packet loss
	location (cell ID), frequency of reporting, granularity of reporting.
	The report is provided by network exposure by the MNO.
	As above.



The information that are needed by the DSO will change over time, thus it is important that the DSO can configure the monitoring process, especially in terms of granularity.
4. The reports are delivered according to the above configuration.
Service flow result
When a problem develops, the DSO network operations center engineer (or an automated management function) may trigger a fail-over to a backup network communications facility. This proactive and timely intervention can reduce or even eliminate the occuranceoccurrence of incidents. Even if the activation of a back up communication facility occurs too late to entirely eliminate interval in which the DSO substation network components are unreachable or only reachable with inadequate quality of service, this interval will be significantly reduced.
[bookmark: _Toc112314406][bookmark: _Toc112314586][bookmark: _Toc119925362]6.5.3	Potential Requirements
1. The 5G 3GPP mobile network management system will if this potential requirement is concluded to be pursued, according to mobile network operator policy expose standarizedstandardized interfaces to authorized third parties that provide the ability to initiate and terminate requests for monitoring including the configuration of the monitoring (e.g. monitoring interval, measurement period granularity, location of interest, etc.)
2. The 5G 3GPP mobile network management system will if this potential requirement is concluded to be pursued, according to mobile network operator policy expose standardized interfaces to authorized third parties that provide a mechanism for the mobile network operator to send reports containing  required performance metrics measurements to the DSO. The measurements in these reports are provided in a form such that it will be possible to ascertain the number of measurements made as well as to calculate the standard deviation of those measurements, in order to aid in the interpretation of the reported measurement.
3. The 5G 3GPP mobile network management system will if this potential requirement is concluded to be pursued, support the following performance metrics to monitor information according to the associated configuration:
a) Latency between the UE and the PSA UPF, that is latency introduced by the RAN and the 5G 3GPP CN, for a specific cell, base station or network slice;
Editor's Note: the granularity and semantics of latency performance metric acquisition are for further study.

b) Throughput [an average for the DSO's network traffic];
c) Packet loss [an average for the DSO's network traffic];
Editor's Note: It is FFS how to define packet loss in the context of triggering an alarm.
d) Service loss [an indication of any intervals in which there was a full loss of service for the DSO (e.g. no communication service is possible for DSO due to a cell outage in MNO’s network.)].
Editor's Note: It is FFS how the performance metrics are associated with the configuration.
Editor's Note: It is FFS whether service loss is in scope of 3GPP standardization or if it is in scope of the BSS.


	End of Changes



3GPP
