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1	Decision/action requested
The group is asked to discuss and endorse the proposal.
2	References
[1] 3GPP TS 28.545 Fault Supervision (FS)
[2] 3GPP TS 32.160 Management service template 
3	Rationale
3GPP TS 28.545 is in a bad shape, it should be restructured. The main goals of the restructuring shall be:
Goal1: Restructure document to bring together (at least as a reference) stage 1,2 and maybe stage 3 items.
Goal-2: Improve the quality of the content of 28.545
Goal-3: Separate generic mechanism for FM and the list of managed entities/fault reporting entities that use the generic use-cases. The latter may be documented in some other document. Don't list that FM supports NSI, NSSI, NF and who knows what else. This should be documented separately.
Replace triple documentation for NSI, NSSI, NF. Only one general description needed for use-cases, requirements, etc.
Move current use-cases to informative annex but keep only one set. Define usage descriptions for each use-case containing direct references to stage-2 notifications, NRM IOCs and operations.
Removed IRP related parts (operations like subscribe).
Merge "fault supervision data report " and "fault supervision data control" into a single service. The separation just creates confusion. It is very hard to justify why they are two separate service. Why would the notifications notifyChangedAlarm and notifyComments belong to different services. There is no advantage in the separation.
Reformat requirements according to TS 32.160
Add a definitions and concepts section.
Reference detailed stage 2 definitions, but don’t place them in 28.545. Stage 3 shall not be included as that is visible based on the detailed stage 2 definitions.


Below is a proposal how the new 28.545 could look potetially. It is a work in progress. The goal of this discussion paper is to agree on the principles of restructuring describe in clause 3. Details of the new 28.545 will need to be agreed in a later submission.
4	Detailed proposal of a potential solution
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[bookmark: _Toc520896312][bookmark: _Toc523091061][bookmark: _Toc44341662][bookmark: _Toc44341890][bookmark: _Toc127198347]
Foreword
This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc520896313][bookmark: _Toc523091062][bookmark: _Toc44341663][bookmark: _Toc44341891][bookmark: _Toc127198348]Introduction
The present document is part of a TS-family covering the 3rd Generation Partnership Project Technical Specification Group Services and System Aspects Management and orchestration of networks, as identified below:
TS 28.545:	Management and orchestration; Fault Supervision (FS)
[bookmark: _Toc520896314][bookmark: _Toc523091063][bookmark: _Toc44341664][bookmark: _Toc44341892][bookmark: _Toc127198349]
1	Scope
This document describes the SBMA based Fault Supervision management service. It includes 
- Fault service related concepts and definitions.
- Stage 1 - requirements, use-cases. Use-cases are only informative.
- A list of Stage-2 components (operations, notifications, IOCs and datatypes) provided or used by fault supervision with references towards the relevant specifications.
- Usage descriptions explaining how NRM, operations and notifications shall work together to provide the functionality required.
- Some additional considerations (alarm loss detection, virtualized resource alarm correlation)
[bookmark: _Toc127198350]1.1	Main Proposals - to be removed later
Goal1: Restructure document to bring together (at least as a reference) stage 1,2 and maybe stage 3 items.
Goal-2: Improve FM documentation (28.545)
Goal-3: Separate generic mechanism for FM and the list of managed entities/fault reporting entities that use the generic use-cases. The latter may be documented in some other document. Don't list that FM supports NSI, NSSI, NF and who knows what else. This should be documented separately.
Replace triple documentation for NSI, NSSI, NF. Only one general description needed for use-cases, requirements, etc.
Move current use-cases to informative annex but keep only one set. Define usage descriptions for each use-case containing direct references to stage-2 notifications, NRM IOCs and operations.
Removed IRP related parts (operations like subscribe).
Merge "fault supervision data report " and "fault supervision data control" into a single service. The separation just creates confusion. It is very hard to justify why they are two separate service. Why would the notifications notifyChangedAlarm and notifyComments belong to different services. There is no advantage in the separation.
Reformat requirements according to TS 32.160
Add a definitions and concepts section.
Reference detailed stage 2 definitions, but don’t place them in 28.545. Stage 3 shall not be included as that is visible based on the detailed stage 2 definitions.
[bookmark: _Toc127198351]1.1.1	Things to do in 28.532
Remove all of 11.2.2. Managed Information. Reference instead 28.622
Remove operations for FM subscribe, unsubscribe, getAlarmList, getAlarmCount, setComment, acknowledgeAlarms, unacknowledgeAlarms, clearAlarms
Remove notifyPotentialFaultyAlarmList unless someone can describe the use case and requirement it serves.
Move alarm state diagram to 28.545 (?)
Cleaup correlation related problems (later step, not part of restructuring).
[bookmark: _Toc127198352]1.1.2	Things to do in 28.622/623
Add to AlarmList IOC: alarmCount separately for each severity
[bookmark: _Hlk126603467]Add missing fields to AlarmRecord dataType: commentUserId, commentSystemId, commentText, commentTime,  correlatedNotifications, others???. All new writable fields shall be optional to support.
Things included in 28.532 alarmlist that maybe should be in the alarmRecordDataType (or maybe not): notificationType, systemDN, 
[bookmark: _Toc127198353]1.2	General Editorial Questions Issues - to be removed later
TODO.specificationError what is the use of notifyPotentialFaultyAlarmList? The OSS cannot really do anything about it. The AlarmRecord IOC does not contain a working but faulty state. Should it? It is unknown how long this potentialFault persists. Propose to exclude it till from this document as long as we don't have a better understanding for it.
TODO.specificationError correlation should be describe here in some detail. 
· Any type of notification can be correlated e.g. notifyEvent or notifyMOIChanges 
· There are problems with correlations
· Correlated notifications are missing from the AlarmRecord datatype
· The correlatedNotifications paramer is not properly defined in 28.532
· It is not the always notifications but sometimes the Alarms that should be correlated. However even CM notifications could be correlated.
· If an alarm is reported with notifyNewAlarm and then later updted with notifyChangedAlarm which notification is correlated? New, changed, both?
· Don't handle this during restructuring, but it should be handled in a next step
TODO.specificationError requirement REQ-FS-15 , REQ-FS-15 are unclear. 
· It could mean multiple different things. Does it mean that faults of the underlying virtual machines or kubernetes PODs should be reported via this service?
· Is there an implementation for it? I havent seen any.
· If it is informational should it be here? 
· Is this covered by the other FM requirements or will this result in the definition of a new NRM element, notification or operation? 
· It should be clarified and implemented or removed.
TODO.specificationError if an alarmRecord.percievedSeverity changes this can be indicated either with notifyChangedAlarm or notifyChangedAlarmGeneral. Is it implementation specific which is sent? Do we want this uncertanity? – proposal: deprecate or remove notifyChangedAlarm 
TODO.specificationError is notifyAckStateChanged Should this be sent if the producer itself automatically acknowledges the alarm or only if the consumer acknowledges it?  Proposal: always send notifyAckStateChanged, but if automatic acknowledgement is supported, allow creating new alarms in an acknowledged state. Add acknowledgement information to notifyNewAlarm


Move here more from stage2 and 3 was considered (proposal is not to do it)
Pro
a. References to 28.622 and 28.532 needed.
b. If stage 2,3 in different documents functional updates may result in updates to multiple documents
c. 28.622 may become very big, but if we remove Corba an XSD as planned it would be smaller. Is it really to big?
d. Easier to understand a functional area. Better overview.
e. Fewer specification documents
f. Less dependencies between specs. (But new dependencies due to the data model partitioning.)
Con
1. The NRM would become distributed and maintaining the NRM and maintaining the uniformity of a highly distributed NRM is more difficult.
2. Creating and maintaining common dataTypes is difficult in a distributed NRM
3. Updating any general modeling principles or patterns might impact dozens of documents
4. 28.623 should anyway become a very short list of statements and link into Forge, so it will become smaller rather than bigger.
5. Adding solution sets (stage-3) would not help the readers to understand the functionality.
6. YANG code changes often impact multiple files that would be in different specifications. This happens today, but it would happen more often.
7. Easier to understand the NRM. Without tools to merge the full NRM it is not easy to understand NRM. This would get much worse.
8. Bigger specification documents
9. Once published all changes in stage 1, 2 and 3 must be simultaneously done in each CR to avoid inconsistencies in the spec. Often to avoid this DraftCRs should be used, and that is a heavy process.
10. Stage 1 users are the 3GPP TS authors while stage 2 and 3 are vendor product implementors and operators.
[bookmark: _Toc520896315][bookmark: _Toc523091064][bookmark: _Toc44341665][bookmark: _Toc44341893][bookmark: _Toc127198354]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4]-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 28.532: "Management and orchestration; Management services".
[3]	3GPP TS 28.541: "Management and orchestration; 5G Network Resource Model (NRM); Stage 2 and stage 3".
[4]	3GPP TS 28.516: "Fault Management (FM) for mobile networks that include virtualized network functions; Procedure".
[bookmark: _Toc520896316][bookmark: _Toc523091065][bookmark: _Toc44341666][bookmark: _Toc44341894][5]	3GPP TS 28.622: "Telecommunication management; Generic Network Resource Model (NRM) Integration Reference Point (IRP); Information Service (IS)".
[6]	3GPP TS 28.623: "Telecommunication management; Generic Network Resource Model (NRM) Integration Reference Point (IRP); Solution Set (SS) definitions".
[bookmark: _Toc127198355]3	Definitions and abbreviations
[bookmark: _Toc520896317][bookmark: _Toc523091066][bookmark: _Toc44341667][bookmark: _Toc44341895][bookmark: _Toc127198356]3.1	Definitions
[bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK8]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
MonitoredEntity: Any class that can have an alarmed state. 
TODO add definitions here Event, fault, alarm, alert, etc.
[bookmark: _Toc520896319][bookmark: _Toc523091067][bookmark: _Toc44341668][bookmark: _Toc44341896][bookmark: _Toc127198357]3.2	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
ADAC	Automatically Detected and Automatically Cleared
ADMC	Automatically Detected and Manually Cleared
CRUD	Create, Read, Update, Delete
FS	Fault Supervision
ME	Managed Element
MnS	Management Service
NRM	Network Resource Model

[bookmark: _Toc127198358][bookmark: _Toc520896320][bookmark: _Toc523091068][bookmark: _Toc44341669][bookmark: _Toc44341897][bookmark: historyclause]4	Concepts and overview 
[bookmark: _Toc127198359][bookmark: _Hlk125740474]4.1	Overview
Fault Supervision is considered a generic service. As an example, it shall be able to support different radio technologies (e.g., 4G, 5G). It shall be able to support fault indications about any resource that can be addressed by a distinguished name e.g., Managed elements, GNBDUs or network slices.
This specification of the Fault Supervision MnS is based on the SBMA principles using CRUD operations, modeled OAM data in the NRM together with fault management specific notifications. An IRP based solution for fault management is out of scope for this. 
[bookmark: _Toc127198360]4.2		TODO Important concepts
[bookmark: _Toc20494491][bookmark: _Toc26975536][bookmark: _Toc35856409][bookmark: _Toc44001265][bookmark: _Toc51580864][bookmark: _Toc52356127][bookmark: _Toc55227697][bookmark: _Toc122452166]11.2.2.1.3.1.3	State diagram
Alarms have states. The alarm state information is captured in AlarmInformation in AlarmList.
The solid circle icon represents the Start State. The double circle icon represents the End State. In this state, the alarm is Cleared and acknowledged. The AlarmInformation shall not be accessible via the Service interface and is removed from the AlarmList.
Note the state diagram uses " X / Y ^ Z " to label the arc that indicates state transition. The meanings of X, Y and Z are: 
-	X identifies the triggering event;
-	Y identifies the action of FaultSupervision MnS producer because of the triggering event;
-	Z is the notification to be emitted by FaultSupervision MnS producer because of the triggering event.
Note that acknowledgeAlarm^notifyAckStateChanged and the unacknowledgeAlarm^notifyAckStateChanged refer to cases when the request of the management service consumer is successful for the AlarmInformation concerned. They do not refer to the cases when the request is a failure since in the failure cases, no state transition would occur.
Note that, to reduce cluttering to the diagram, the setComment^notifyComment is not included in the figure . One transition should be applied from unack&unclear to itself. Similarly, another transition should be applied from ack&unclear to itself. Another one is from unack&clear to itself.
"PS" used in the state diagram stands for "perceived severity". 
Figure 11.2.2.1.3.1.3-1 is used if it supports ^notifyChangedAlarm and Figure 11.2.2.1.3.1.3-2 is used if it does not support ^notifyChangedAlarm.

Figure 11.2.2.1.3.1.3-1 notifyChangedAlarm supported


Figure 11.2.2.1.3.1.3-2 notifyChangedAlarm not supported

[bookmark: _Toc520896323][bookmark: _Toc523091071][bookmark: _Toc44341672][bookmark: _Toc44341900][bookmark: _Toc127198361][bookmark: _Toc520896352][bookmark: _Toc523091100][bookmark: _Toc44341701][bookmark: _Toc44341929][bookmark: _Toc520896353][bookmark: _Toc523091101][bookmark: _Toc44341702][bookmark: _Toc44341930]5		Requirements for fault supervision service 
The following requirements are valid for any MonitoredEntity.
	Requirement label
	Description
	Related use case(s)

	REQ-FS-1
	The fault supervision service shall have the capability to provide alarm notifications to its authorized consumer.

Motivation: the consumer should receive information about alarms immediately when an alarm is raised or changed.
	· Report Alarm
· Notify New Alarm
· Notify Changed Alarm
· Notify Alarm List Rebuilt

	REQ-FS-2
	The fault supervision service shall have the capability to allow its authorized consumer to subscribe to the alarm notifications. 
Motivation: Needed for REQ-FS-1. Providers will not send notification without an explicit subscription.
	· Subscription to Alarm Notifications

	REQ-FS-3
	The fault supervision service shall have the capability to allow its authorized consumer to unsubscribe the alarm notifications. 
Motivation: The consumer needs to be able to indicate that it is no longer interested in receiving immeditate alarm information
	· Unsubscription of Alarm notifications

	REQ-FS-4
	The fault supervision service shall have the capability to allow its authorized consumer to provide a filter for alarm notifications.
Motivation: The consumer shall be able to indicate that it is interested only in a subset of alarms.
	· Subscription to Alarm Notifications

	REQ-FS-5
	The fault supervision service shall have the capability to allow its authorized consumer to retrieve the alarm list.
Motivation: The consumer shall be able to read all current alarms. It needs this if the sequence of received alarm notifications does not provide a reliable and complete view of the alarm situation. This may happen after the start-up of the consumer fault mananagement service, if the connection or some alarm notifications are lost, or if the alarm producer was not able to provide on-time indication of all alarm changes.
	· Get Alarm List

	REQ-FS-6
	The fault supervision service shall have the capability to allow its authorized consumer to retrieve a filtered subset of the alarm list.
Motivation: If the consumer is interested only in a subset of alarms, it shall be retrieve only that subset.
	· Get Alarm List

	REQ-FS-7
	The fault supervision service shall have the capability to provide changed alarm notifications to its authorized consumer.
	· Notify Changed Alarm

	REQ-FS-8
	The fault supervision service shall have the capability to provide cleared alarm notifications to its authorized consumer.
	· Notify Changed Alarm

	REQ-FS-9
	The fault supervision service shall have the capability to provide new generated alarm notifications to its authorized consumer.
	· Notify New Alarm

	REQ-FS-10
	The fault supervision service shall have the capability to provide alarm list rebuilt notifications to its authorized consumer whenever the alarm list is rebuilt.
	· Notify alarm list rebuilt

	REQ-FS-11
	The fault supervision shall have the capability to satisfy the request to acknowledge one or multiple alarms. If this capability is not supported, then the producer shall be able to automatically acknowledge alarms.
Motivation: the consumer should be able to register in the producer that it has received the alarm and has done some vendor specific level of processing of the alarm information.
	· Acknowledge Alarms

	REQ-FS-12
	The fault supervision shall have the capability to satisfy the request to clear one or multiple alarms. This capability is only required if one or more of the alarms supported by the producer is of type ADMC.
Motivation: If the producer supports ADMC alarms, the consumer shall be able to clear those.
	· Clear Alarms

	REQ-FS-13
	The fault supervision shall have the capability to provide acknowledgement state change notifications to its authorized consumer.
	· Notify Changed Alarms

	REQ-FS-14
	The fault supervision data report service for NF shall have the capability to provide alarm notifications of virtualized resources correlated with an NF instance to its authorized consumer.
Motivation: ???
	· ???

	REQ-FS-15
	The fault supervision data report service for NF shall have the capability to provide the alarm list of virtualized resources correlated with an NF instance.
Motivation: ???
	· ???



[bookmark: _Toc520896359][bookmark: _Toc523091107][bookmark: _Toc44341708][bookmark: _Toc44341936][bookmark: _Toc127198362]6	Fault Supervision service Components overview
The MnS components are listed in table 6-1. 

Table 6-1: MnS components used for Fault Supervision MnS
	Management service component type A
Defined in TS 28.532[2]
	Management service component type B
Defined in TS 28.622[5]

	[bookmark: OLE_LINK32]Operations:

-  createMOI - Note 1
[bookmark: _Hlk125064676]-  getMOIAttributes - Note 1
[bookmark: _Hlk125067132]-  modifyMOIAttributes - Note 1
- deleteMOI - Note 1

Notifications:
[bookmark: _Hlk125063421][bookmark: _Hlk125066538]- notifyNewAlarm - mandatory
- notifyChangedAlarm – optional, deprecated
- notifyAlarmListRebuilt- mandatory
- notifyCorrelatedNotificationChanged - optional
- notifyComments optional
- notifyAckStateChanged - optional 
- notifyChangedAlarmGeneral - mandatory

- notifyMOICreation - Note 1
- notifyMOIAttributeValueChanges - Note 1
-  notifyMOIDeletion - Note 1
-  notifyMOIChanges - Note 1
	- AlarmList IOC - mandatory
- alarmRecord datatype - mandatory
- NtfSubscriptionControl IOC - Note 1 
- HeartbeatControl IOC - Note 1
 



NOTE 1: The notification, operation, IOC or datatype is used by fault supervision but is provided by another MnS. 
[bookmark: _Toc127198363]7	Usage Description
[bookmark: _Toc127198364]7.1	Overview
Fault supervision uses SBMA principles to set and read data in the NRM. CRUD operations (createMOI, getMOIAttributes, modifyMOIAttributes , deleteMOI) implemented by the provisioning MnS are used to manipulate fault supervision related data. Fault supervision itself does not implement any operations. Additionally, notifications are also used.
NRM data is written to control the behavior of the fault supervision. 
Data provided to the fault supervision consumer is made available in two ways. Data that should be provided as soon as it is available in the MnS provider is sent to subscribed and authorized MnS consumers in notifications (e.g., information about a new alarm). Other data is available to the authorized MnS consumers using the provisioning getMOIAttributes operation (e.g., information about a subscription). 
To receive notifications consumers need to subscribe to them. When notifications are no longer needed the consumer shall unsubscribe.
The following features are optional to support:
- Acknowledgment of alarms 
- Clearing alarms by the consumer
- Setting comments for alarms.

Usage description mirror common use-cases for Fault Supervision.

Note: The name of operations, notifications IOCs, attributes defined in other specifications are indicated in italics.
[bookmark: _Toc127198365]7.2	Behaviour of the Fault Supervision service
When the MnS producer is installed or started it automatically creates one AlarmList MOI. The management scope of an AlarmList MOI is defined by all descendant objects of the base managed object, which is the object name-containing the AlarmList, and the base object itself. 
Individual alarms are represented by an attribute element (an individual value) of the AlarmList.alarmRecords attribute; this attribute element will be referred to as the alarmRecord in this document. An alarmRecord is created and modified by the MnS producer as a result of a new alarm being raised. It cannot be created by the MnS consumer. 
Alarm records are maintained only for active alarms. Inactive alarms are automatically deleted by the MnS producer from the AlarmList. Active alarms are alarms whose 
a)	perceivedSeverity is not "CLEARED", or whose
b)	perceivedSeverity is "CLEARED" and its ackState is not "ACKNOWLEDED". 
The AlarmList.administrativeState attribute can be used to enable/disable Fault supervision. When the alarm list is locked or disabled, the existing alarm records are not updated or deleted, new alarm records are not added to the alarm list and no alarm notifications are sent. When the AlarmList is enabled the MnS provider should update or rebuild the AlarmList and send out the corresponding notifications (see clause 7.5, 7.7).
[bookmark: _Toc127198366]7.3	Subscription to Alarm Notifications
To receive notifications consumer needs to subscribe to them. A subscription can be created by the consumer by using the createMOI operation to create a new NtfSubscriptionControl MOI. The MOI attributes include data about the recipient of the notifications and attributes to filter which notification types are sent and the scope of resources about which the faults are reported. For details about NtfSubscriptionControl MOI see TS 28.622 [5]. Usually, the consumer should subscribe to all four of the notifyNewAlarm, notifyChangedAlarm, notifyAlarmListRebuilt, notifyCorrelatedNotificationChanged notificationTypes.

The consumer can modify its subscription at any time using the modifyMOIAttributes operation targeted at the NtfSubscriptionControl MOI previously.
If requested by the consumer the MnS provider will provide Heartbeat notifications to the consumer. These can be used to monitor that the Fault supervision service is up and running at the MnS provider. Heartbeats can be requested by creating a HeartbeatControl MOI contained by the previously created NtfSubscriptionControl MOI. For details about HeartbeatControl MOI see TS 28.622 [5].
[bookmark: _Toc127198367]7.4	Unsubscription of Alarm notifications
When notifications are no longer needed the consumer shall unsubscribe. This is accomplished by deleting the NtfSubscriptionControl MOI created during subscription using the deleteMOI operation.
[bookmark: _Toc127198368]7.5	Report Alarm
[bookmark: _Toc127198369]7.5.1	Notify New Alarm
When a new alarm is raised and if the AlarmList.administrativeState=UNLOCKED, a the MnS provider will 
· Add a new attribute element to the AlarmList.alarmRecords attribute, this attribute element will be referred to as the alarmRecord in this document. alarmRecord represents the new alarm. A system may support multiple AlarmLists. The relevant AlarmList instance can be found by finding the ancestor MOI of type ManagedElement and/or Subnetwork containing the alarming resource. The AlarmList will be contained under this ancestor MOI. 
· Send a notifyNewAlarm notification to each MnS consumer subscribed (see clause 7.2). The notification will carry the same data as stored in the new attribute element to each subscribed consumer. Sending of the notification is dependent on the attributes set in the NtfSubscriptionControl MOI e.g., notificationFilter.

[bookmark: _Toc127198370]7.5.2	Notify Changed Alarm
This clause describes use-cases "Notify changed alarm", "Notify cleared alarm", " Notify acknowledgement state change of alarm".
When an attribute field of the alarmRecord has changed and if the AlarmList.administrativeState=UNLOCKED, a the MnS provider will 
· Update the alarmRecord for the alarm accordingly. This might involve deleting the alarmRecord.
· Send a notification to each MnS consumer subscribed (see clause 7.2). The notification will carry the data as updated in the alarmRecord to each subscribed consumer. Sending of the notification is dependent on the attributes set in the NtfSubscriptionControl MOI e.g., notificationFilter. Depending on which field changed different notifications will be sent. If the changed field is	Comment by Ericsson PA2: This is strange that we may indicate change in so many ways.
· perceivedSeverity then either notifyChangedAlarm, notifyClearedAlarm or notifyChangedAlarmGeneral is sent. notifyChangedAlarm may only be sent if the new value of perceivedSeverity is not CLEARED. notifyClearedAlarm may be sent only if the new value of perceivedSeverity is CLEARED.
· correlatedNotifications then notifyCorrelatedNotificationChanged will be sent.	Comment by Ericsson PA2: Currently missing from 28.622, to be added
· ackState then notifyAckStateChanged will be sent.
· commentUserId, commentSystemId, commentText, commentTime then notifyComments will be sent.	Comment by Ericsson PA2: Currently missing from 28.622, to be added

· backedUpStatus, backUpObject, trendIndication, thresholdInfo, stateChangeDefinition, monitoredAttributes, proposedRepairActions, additionalText, additionalInformation, serviceUser, serviceProvider or securityAlarmDetector then notifyChangedAlarmGeneral will be sent.
TODO.specificationError: there is no notification for rootCauseIndicator. 
TODO.specificationError If ackSystemId, ackUserId is changed without changing the ackState there is no notification.
TODO.specificationError If clearUserId or clearSystemId is changed without changing the percievedSeverity there is no notification.
[bookmark: _Toc127198371]7.6	Get Alarm List
The MnS consumer might read the list of alarms by retrieving data from the AlarmList MOI using the getMOIAttributes operation. getMOIAttributes allows scoping and filtering to retrieve only a subset of alarmRecords.
[bookmark: _Toc127198372]7.7	Notify Alarm List Rebuilt
If the MnS producer rebuilds the AlarmList (completely or partially) it will
· Update the AlarmList.alarmRecords attribute accordingly. This might involve adding, deleting or updating one or more alarmRecords. Individual notifications about new or changed alarmRecords will not be sent in this case.
· Send a notifyAlarmListRebuilt notification to each MnS consumer subscribed (see clause 7.2). Sending of the notification is dependent on the attributes set in the NtfSubscriptionControl MOI e.g., notificationFilter. The consumer is expected to read the AlarmList as described in clause 7.6.

[bookmark: _Toc127198373]7.8	Acknowledge Alarms
The MnS consumer may support acknowledging alarms by the MnS consumer. 
If the functionality is supported, the MnS consumer may acknowledge an alarm by using the modifyMOIAttributes operation to set the attribute fields alarmRecords.ackUserId., alarmRecords.ackSystemId, alarmRecords.ackState.
Acknowledging an alarm may result in its removal from the AlarmList. 
[bookmark: _Toc127198374]7.9	Clear Alarms
If the MnS provider supports any ADMC alarms, it is possible for the MnS consumer to clear these alarms. ADAC alarms cannot be cleared by the consumer.
If the functionality is supported, the MnS consumer may clear an alarm by using the modifyMOIAttributes operation to set the attribute fields alarmRecords.clearUserId., alarmRecords.clearSystemId.
Clearing an alarm may result in its removal from the AlarmList. 
[bookmark: _Toc520896363][bookmark: _Toc523091111][bookmark: _Toc44341712][bookmark: _Toc44341941][bookmark: _Toc127198375]7.10	Alarm loss detection
The present document does not specify methods for a management service consumer to detect alarm loss. The use of alarmId to detect alarm loss is an arrangement made between management service producer and management service consumer. The use of such arrangement is outside the scope of the present document. For example, management service producer may use integer sequence (e.g., 1, 2, 3, 4, 5, …) as alarmId instances for its alarms. Based on this knowledge, the management service consumer can detect alarm loss.
The present document does not specify how a management service producer can determine if management service consumer has received alarms correctly.
[bookmark: _Toc520896364][bookmark: _Toc523091112][bookmark: _Toc44341713][bookmark: _Toc44341942]The present document does not specify methods for a management consumer and a management service producer to recover alarm loss. The only mechanism recommended to deal with alarm loss is the use of getAlarmList operation. The present document does not specify conditions under which the management service consumer should invoke this operation.
notifyHeartbeat notifications can be used to detect the loss of connection between the producer and the consumer, however, they do not guarantee that all alarms are sent and received correctly.
[bookmark: _Toc127198376]7.11	Virtualized resource alarm correlation
[bookmark: OLE_LINK22][bookmark: OLE_LINK26][bookmark: OLE_LINK28][bookmark: OLE_LINK31][bookmark: OLE_LINK29][bookmark: OLE_LINK23][bookmark: OLE_LINK5]The authorized MnS consumer request VNF application alarms and VNF instance alarms related to virtualized resource from MnS producer by consuming the fault supervision MnS. MnS producer obtain the VNF application alarms (including affected VNF/VNFC instance identifier and detailed VNF alarm information) from the VNF, and the VNF instance alarms related to virtualized resource (including affected VNF/VNFC instance identifier and detailed NFVI/VM alarm information) received from the VNFM. Based on the above obtained alarms, MnS producer can correlate the VNF application alarms and the VNF and/or VNFC alarms related to virtualized resource according to affected VNF instance identifier and/or VNFC instance identifiers. The detailed procedure for virtualized resource alarm correlation procedure see corresponding procedure of NE alarm correlation made by EM in the context of NFV described in TS 28.516[4] and the MnS producer act as the role of EM.

The authorized MnS consumer requests alarms including alarm reports related to virtualized resource by consuming the fault supervision MnS. The MnS producer should collect alarm report related to virtualized resource according to affected VNF instance identifier. 
[bookmark: _Toc127198377]Annex A (informative): Use Cases
[bookmark: _Toc518217761][bookmark: _Toc523091073][bookmark: _Toc44341674][bookmark: _Toc44341902][bookmark: _Toc74816338][bookmark: _Toc127198378]A.1	Report alarm notifications
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To report alarm notifications.
	

	Actors and Roles
	An authorized consumer of fault supervision service.

	

	Telecom resources
	Fault reporting entity
	

	Assumptions
	N/A
	

	Pre-conditions
	An authorized consumer has subscribed the alarm notifications
The producer of fault supervision service has subscribed the alarm notifications of the monitored entity constituents.
	

	Begins when 
	A failure or severe performance degradation of monitored entity is detected.
	

	Step 1 (M)
	The producer of fault supervision data report service collects alarm information.
	

	Step 2 (M)
	The producer of fault supervision service for monitored entity sends the alarm notification to its authorized consumer when a new alarm notification is generated and this alarm notification satisfies the filter condition if exists.
	

	Ends when
	The authorized consumer receives the alarm notification of the monitored entity or the authorized consumer unsubscribes the alarm notifications of the monitored entity or the monitored entity is terminated.
	

	Exceptions
	In case any of the mandatory steps in the use case fails
	

	Post-conditions
	The authorized consumer receives the alarm notification of the monitored entity 
	

	Traceability
	REQ-xxx TODO
	



[bookmark: _Toc518217762][bookmark: _Toc523091074][bookmark: _Toc44341675][bookmark: _Toc44341903][bookmark: _Toc74816339][bookmark: _Toc127198379]A.2	Subscription of alarm notifications
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To subscribe monitored entity alarm notifications
	

	Actors and Roles
	An authorized consumer of fault supervision data report service for monitored entity.

	

	Telecom resources
	Network slice instance
	

	Assumptions
	N/A
	

	Pre-conditions
	An monitored entity is deployed
	

	Begins when 
	An authorized consumer wants to subscribe the alarm notifications of a monored entity
	

	Step 1 (M)
	The authorized consumer sends request to the producer of fault supervision data report service for monitored entity to subscribe alarm notifications of a monored entity. 
	

	Step 2 (M)
	The producer of fault supervision data report service for monitored entity sends the response of the completion of the subscription to the authorized consumer.
	

	Ends when
	All the steps identified above are successfully completed.
	

	Exceptions
	In case any of the mandatory steps in the use case fails.
	

	Post-conditions
	The alarm notifications of a monored entity have been subscribed by the authorized consumer.
	

	Traceability
	REQ-xxx TODO
	



[bookmark: _Toc518217763][bookmark: _Toc523091075][bookmark: _Toc44341676][bookmark: _Toc44341904][bookmark: _Toc74816340][bookmark: _Toc127198380]A.3	Unsubscription of alarm notifications
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To unsubscribe monitored entity alarm notifications
	

	Actors and Roles
	An authorized consumer of fault supervision data report service for monitored entity.

	

	Telecom resources
	Network slice instance
	

	Assumptions
	N/A
	

	Pre-conditions
	An monitored entity is deployed
An authorized consumer has subscribed the alarm notifications of a monored entity from a producer of fault supervision data report service for monitored entity.
	

	Begins when 
	The authorized consumer wants to unsubscribe the alarm notifications of a monored entity.
	

	Step 1 (M)
	The authorized consumer sends request to the producer of fault supervision data report service for monitored entity to unsubscribe alarm notifications of a monored entity. 
	

	Step 2 (M)
	The producer of fault supervision data report service for monitored entity sends the response of the completion of the unsubscription to the authorized consumer.
	

	Ends when
	 All the steps identified above are successfully completed.
	

	Exceptions
	In case any of the mandatory steps in the use case fails.
	

	Post-conditions
	The alarm notifications of the monitored entity has been unsubscribed by the authorized consumer.
	

	Traceability
	REQ-xxx TODO
	



[bookmark: _Toc518217764][bookmark: _Toc523091076][bookmark: _Toc44341677][bookmark: _Toc44341905][bookmark: _Toc74816341][bookmark: _Toc127198381]A.4	Get alarm list
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To get alarm list of monitored entity.
	

	Actors and Roles
	An authorized consumer of the fault supervision data report service for monitored entity.

	

	Telecom resources
	Network slice instance
	

	Assumptions
	N/A
	

	Pre-conditions
	The monitored entity has been deployed.
The producer of the fault supervision data report service for monitored entity is in operation.
	

	Begins when 
	The authorized consumer decides to get the alarm list of a monored entity.
	

	Step 1 (M)
	The authorized consumer requires the producer of the fault supervision data report service for monitored entity to report the alarm list of the monitored entity.
	

	Step 2 (M)
	The Producer of the fault supervision data report service for monitored entity sends the alarm list to the the authorized consumer. The alarm list contains the alarm(s) which satisfy the filter condition if exists.
	

	Ends when
	All the steps identified above are successfully completed.
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	The authorized consumer has got the alarm list of the monitored entity.
	

	Traceability
	REQ-xxx TODO
	



[bookmark: _Toc518217765][bookmark: _Toc523091077][bookmark: _Toc44341678][bookmark: _Toc44341906][bookmark: _Toc74816342][bookmark: _Toc127198382]A.5	Acknowledge alarms
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To acknowledge one or multiple alarms of monitored entity.
	

	Actors and Roles
	An authorized consumer of the fault supervision data control service for monitored entity.
	

	Telecom resources
	Network slice instance
	

	Assumptions
	N/A
	

	Pre-conditions
	The monitored entity has been deployed.
The producer of the fault supervision data control service for monitored entity is in operation.
	

	Begins when 
	The authorized consumer decides to acknowledge one or multiple alarms of a monored entity. 
	

	Step 1 (M)
	The authorized consumer sends the request to the producer of the fault supervision data control service for monitored entity to acknowledge one or multiple alarms of the monitored entity.
	

	Step 2 (M)
	The producer of the fault supervision data control service for monitored entity acknowledges the alarms based on the request.
	

	Ends when
	All the steps identified above are successfully completed.
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	The alarms of the monitored entity have been acknowledged.
	

	Traceability
	REQ-xxx TODO
	



[bookmark: _Toc518217766][bookmark: _Toc523091078][bookmark: _Toc44341679][bookmark: _Toc44341907][bookmark: _Toc74816343][bookmark: _Toc127198383]A.6	Clear alarms
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To clear one or multiple alarms of monitored entity.
	

	Actors and Roles
	An authorized consumer of the fault supervision data control service for monitored entity.

	

	Telecom resources
	Network slice instance
	

	Assumptions
	N/A
	

	Pre-conditions
	The monitored entity has been deployed.
The producer of the fault supervision data control service for monitored entity is in operation.
	

	Begins when 
	The authorized consumer decides to clear one or multiple alarms of a monored entity. 
	

	Step 1 (M)
	The authorized consumer sends the request to the producer of the fault supervision data control service for monitored entity to clear one or multiple alarms of the monitored entity.
	

	Step 2 (M)
	The producer of the fault supervision data control service for monitored entity clears the alarms based on the request.
	

	Ends when
	All the steps identified above are successfully completed.
	

	Exceptions
	One of the steps identified above fails.
	

	Post-conditions
	The alarms of the monitored entity have been cleared.
	

	Traceability
	REQ-xxx TODO  
	



[bookmark: _Toc518217779][bookmark: _Toc523091091][bookmark: _Toc44341692][bookmark: _Toc44341920][bookmark: _Toc74816356][bookmark: _Toc127198384]A.7	Notify changed alarms
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To notify changed alarms of monitored entity.
	

	Actors and Roles
	An authorized consumer of fault supervision data report service for monitored entity.

	

	Telecom resources
	Network slice instance
	

	Assumptions
	N/A
	

	Pre-conditions
	An monitored entity is deployed
An authorized consumer has subscribed the notifications of a monored entity.
	

	Begins when 
	A change of perceivedSeverity attribute value (except to the value "Cleared") in AlarmInformation in AlarmList of monitored entity is detected.
	

	Step 1 (M)
	The producer of fault supervision data report service for monitored entity generates a changed alarm notification.
	

	Step 2 (M)
	The producer of fault supervision data report service for monitored entity sends the generated notification to its authorized consumer if this notification satisfies the filter condition if exists.
	

	Ends when
	The authorized consumer receives the changed alarm notification of the monitored entity or the authorized consumer unsubscribes the notifications of the monitored entity or the monitored entity is terminated.
	

	Exceptions
	In case any of the mandatory steps in the use case fails
	

	Post-conditions
	The authorized consumer receives the changed alarm notification of the monitored entity 
	

	Traceability
	REQ-xxx TODO
	



[bookmark: _Toc518217782][bookmark: _Toc523091094][bookmark: _Toc44341695][bookmark: _Toc44341923][bookmark: _Toc74816359][bookmark: _Toc127198385]A.8	Notify cleared alarms
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To notify cleared alarms of monitored entity.
	

	Actors and Roles
	An authorized consumer of fault supervision data control service for monitored entity.

	

	Telecom resources
	Network slice instance
	

	Assumptions
	N/A
	

	Pre-conditions
	An monitored entity is deployed
An authorized consumer has subscribed the notifications of a monored entity.
	

	Begins when 
	An alarm clearing of the monitored entity is detected.
	

	Step 1 (M)
	The producer of fault supervision data control service for monitored entity generates a cleared alarm notification.
	

	Step 2 (M)
	The producer of fault supervision data control service for monitored entity sends the generated notification to its authorized consumer if this notification satisfies the filter condition if exists.
	

	Ends when
	The authorized consumer receives the cleared alarm notification of the monitored entity or the authorized consumer unsubscribes the notifications of the monitored entity or the monitored entity is terminated.
	

	Exceptions
	In case any of the mandatory steps in the use case fails
	

	Post-conditions
	The authorized consumer receives the cleared alarm notification of the monitored entity 
	

	Traceability
	REQ-xxx TODO
	



[bookmark: _Toc518217785][bookmark: _Toc523091097][bookmark: _Toc44341698][bookmark: _Toc44341926][bookmark: _Toc74816362][bookmark: _Toc127198386]A.9	Notify acknowledgement state change of alarms
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To notify acknowledgement state change of monitored entity alarms.
	

	Actors and Roles
	An authorized consumer of fault supervision data control service for monitored entity.

	

	Telecom resources
	Network slice instance
	

	Assumptions
	N/A
	

	Pre-conditions
	An monitored entity is deployed
An authorized consumer has subscribed the notifications of a monored entity.
	

	Begins when 
	An acknowledgement state change of the monitored entity alarms is detected.
	

	Step 1 (M)
	The producer of fault supervision data control service for monitored entity generates an acknowledgement state change notification.
	

	Step 2 (M)
	The producer of fault supervision data control service for monitored entity sends the generated notification to its authorized consumer if this notification satisfies the filter condition if exists.
	

	Ends when
	The authorized consumer receives the acknowledgement state change notification of the monitored entity or the authorized consumer unsubscribes the notifications of the monitored entity or the monitored entity is terminated.
	

	Exceptions
	In case any of the mandatory steps in the use case fails
	

	Post-conditions
	The authorized consumer receives the acknowledgement state change notification of the monitored entity 
	

	Traceability
	REQ-xxx TODO
	



[bookmark: _Toc74816365][bookmark: _Toc127198387]A.10	Notify alarm list rebuilt
	Use case stage
	Evolution/Specification

	<<Uses>>
Related use

	Goal 
	To notify alarm list rebuilt for monitored entity alarms.
	

	Actors and Roles
	A producer of Fault Supervision Data Report service for monitored entity
An authorized consumer of Fault Supervision Data Report service for monitored entity

	

	Telecom resources
	N/A
	

	Assumptions
	N/A
	

	Pre-conditions
	An authorized consumer has subscribed to the alarm list rebuilt notification.
	

	Begins when 
	The producer of Fault Supervision Data Report service for monitored entity detects that its alarm list has been rebuilt.
	

	Step 1 (M)
	The producer of Fault Supervision Data Report service for monitored entity generates an alarm list rebuilt notification.
	

	Step 2 (M)
	The producer of Fault Supervision Data Report service for monitored entity sends the generated notification to its authorized consumer if this notification satisfies the filter condition if exists.
	

	Ends when
	The notification is either received by the authorized consumer or suppressed by a notification filter in the subscription.
	

	Exceptions
	In case any of the mandatory steps in the use case fails
	

	Post-conditions
	N/A
	

	Traceability
	REQ-xxx TODO
	




[bookmark: _Toc127198388]Annex X (informative):
Change history
	Change history

	Date
	Meeting
	TDoc
	CR
	Rev
	Cat
	Subject/Comment
	New version

	2018-09
	SA#81
	
	
	
	
	Upgrade to change control version
	15.0.0

	2018-12
	SA#82
	SP-181045
	0001
	1
	F
	Correction for Requirements of Fault Supervision (FS) Service
	15.1.0

	2020-07
	SA#88-e
	SP-200501
	0006
	1
	F
	Update clause 8 virtualized resource alarm correlation
	15.2.0

	2020-07
	SA#88-e
	SP-200490
	0005
	1
	B
	Add description for MnS components used for configurable FM control
	16.0.0

	2020-09
	SA#89e
	SP-200724
	0007
	1
	F
	Update description of MnS components used for configurable FM control
	16.1.0

	2021-06
	SA#92e
	SP-210407
	0010
	2
	B
	Add missing Alarm Requirements and Use Cases
	17.0.0


[bookmark: _Toc127198389]A.1	Change Log – to be before formal submission
[bookmark: _Toc127198390]V8 to v9
1. Formatted requirements a s table based on 32.160 4.3 R4.2, ITU-T M.3020 A.3,  TS  28.104, TS 28.538
2. Proposed todeprecate notifyChangedAlarm and replace its usage with notifyChangedAlarmGeneral
3. Clarification for notifyAckStateChanged requested
4. Clarification requested for changes of the AlarmRecord that are NOT notified. Is that OK?
5. Added CRUD as abreviation
6. Changed title of section 4 to follow template
7. Shortened definition of MonitoredEntity
[bookmark: _Toc127198391]v7 to v8
1. Updated scope
2. Added monitored entity to definitions. However in 28.532 it includes something called VSE classes/subclasses, that is never defined. What is this? Is it needed?
3. Changed "FRE fault reporting entity" to monitored entity. 
4. Added things that need to be done in 28.532 (section to be removed later)
5. Added things that need to be done in 28.622/623 (section to be removed later)
6. Lifted alarm state diagram from 28.532. At this point it is mostly a placeholder as it will need updates.
7. Added motivation for each requirement.
8. Added 3 sequence diagrams for usage descriptions.
9. Found 3 cases when the alarmRecord can change and there is no notification about it (clause 7.5.2 Notify Changed Alarm). Is that an error?
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