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1	Decision/action requested
The group is asked to discuss and approve the proposal.
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3	Rationale
This tdoc discusses some basic concepts related to FSEV, and seeks consensus on the conceptual requirements in FSEV study [2]. The most relevant concepts are event, alarm and fault. Definitions in 3GPP scope are referenced.
Event: Network occurrence which has significance for the management of an NE. Events do not have state [3].
Event notification: Notification used to inform the recipient about the occurrence of an event [3].
Alarm: An alarm signifies an undesired condition of a resource (e.g. network element, link) for which an operator action is required [3].
Alarm notification: Notification used to inform the recipient about the occurrence of an alarm [3].
Fault: A deviation of a system from normal operation, which may result in the loss of operational capabilities of the element or the loss of redundancy in case of a redundant configuration [3].
ADAC Faults: Faults that are "Automatically Detected and Automatically Cleared" by the system when they occur and when they are repaired [3]. 
AD Faults: Faults that are Automatically Detected by the system when they occur and Manually Cleared by the operator when they are repaired [3].
Discussion: Event represents anything that occurs, for example a configuration change, a threshold crossing, an error or a failure. Events do not have state [5]. It is a neutral concept. Alarm indicates undesired condition of a resource. Fault indicates abnormal operation or capability in the network. From fault management perspective, the alarm notification is the explicit information for the MnS consumer to request for operator actions. It may be caused by “alarm” or “fault”.
Proposal 1: Currently the definition of ADAC Faults and ADMC Faults have not been included in the TR and it is proposed to include them to reflect current status. Existing definitions can be reused.

Service failure dection: This is not a terminology or definition currently. The following are described in [9] regarding threshold based warning:
Early detection of faults before significant effects have been felt by the user is a desirable requirement of communicating systems. Degradation of service may be detected by monitoring of error rates. Threshold mechanisms on counters and gauges are a method of detecting such trends and providing a warning to managers when the rate becomes high. 

Service failure prediction: This is not a terminology or definition currently. In [6], the requirement REQ-FAILURE_PRED_MDA-03 is as follows: MDA capability for failure prediction shall be able to provide the analytics output including predictions of potential service failures, as well as the possible recommendation actions to prevent failures.
Alarm prediction: This is not a terminology or definition currently. In [8], a solution for the above requirement is added. The proposed alarm prediction items were included in the alarmInformationList etc. 
Disccussion: From exiting specifications and requirements, it could be considered that “prediction” is a kind of capability which may need to be introduced. 
Proposal 2: It is proposed to introduce the definition of “Service failure prediction” and the predicted results may be included in “MDA report” or alarmInformationList. The following is a potential definition for it.
Service failure prediction: Capability for providing the analytics output including predictions of potential service failures as well as the possible recommendation actions to prevent failures. 
Although the intention of alarm notifications by definition is to inform the operator to take some actions, sometimes it is difficult to make decisions directly according to a single alarm notification, even with the correlated alarm list. For example:
- The alarm notifications may not be caused by the managed object itself, e.g. caused by another managed object which has topology relations.
- Some alarm notifications (e.g., some threshold crossing alarm) may be temporary.
- It may take some time to realize whether an alarm notification require operator actions or not after reception of multiple alarm notifications of the same type or related types.
- It is not clear whether operator actions are needed or not for some alarm notifications of warning serverity level.
- Prediction is more than alarm notification with warning serverity level, it may clearly indicate future possibility of fault or performance degradation which require operator actions beforehand to prevent risks, it can have its own severity levels. While it usually does not need operator actions upon reception of alarm notification with warning level. Decisions will be made in the future.
For the above examples, some additional analysis and decision processing may be needed to identify whether the alarm notifications need operator actions. Sometimes it may concern more than one managed objects, e.g. multiple gNBs, a gNB and a core network function etc. Sometimes it may require some time duration to correlate alarm notifications and other data sources from more than one managed objects.
A new notification should be sent based on the above processing result. This notification will clearly indicate that operator actions are needed and potentially with service and network impacts information etc. It may involve multiple related alarm notifications and managed objects. Therefore the new notification is what should be taken care of by the operator. It is no longer the original alarm notifications from different individual managed objects. Even if the new notification concerns only one managed object, it still can provide more information for further handling, e.g. with service and network impacts information. Since it may require more than one related alarm notifications with time and space relations, the new notification is not the original alarm notifications. The 3GPP management system may utilize some intelligent means to identify and recover the issue automatically and inform the MnS consumer the handling status of the new notification. From service and network impacts perspective, this new kind of notification can be classified as outage, performance degradation and risk prediction etc.
To represent this new kind of notification, it is proposed that a new terminology “Anomaly event” is introduced to differentiate from existing termilogy “alarm notification”. Because it is identified on the basis of alarm notifications and other related data types. It is not the original alarm notifications. 3GPP management system correlate multiple data sources from different managed objects in the same time or different time, and analysis the service and network impacts and whether operator’s actions are needed. Based on the analysis result, an anomaly event may be generated and transmitted to the MnS consumers. According to different use cases, the anomaly event may be service outage, performance degradation or data failure risks etc. It does not modify existing definition of alarm and alarm notifications, nor does it modify existing FM management capabilities. It provides some additional management capabilities and processed information to the MnS consumer.
Anomaly event: Deviation from what is standard, normal, or expected that affects or is about to affect services and networks which require operator actions. 
Other possible terminologies can also be discussed, e.g. service and network anomaly etc.
4	Detailed proposal
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	2nd Change


5.1	Key Issue 1: Missing definitions 
[bookmark: _Toc107987880]5.1.1	Description
TS 28.532, clause 11.2, which defines the Fault Supervision MnS, does not provide the necessary definitions and descriptions required to understand the current state of art as to alarm management. This is because much of the material specified and available for the IRP Framework was not moved to SBMA.
[bookmark: _Toc107987881]5.1.2	Potential solutions
TS 28.532, clause 11.2 should provide all necessary definitions. This clause provides an (non exhaustive) overview on available definitions.

Event:
SA5 IRP: Network occurrence which has significance for the management of an NE. Events do not have state.

Event notification:
SA5 IRP: Notification used to inform the recipient about the occurrence of an event.
Note TS 28.532 specifies the "notifyEvent" notification, whose definition is: "This notification notifies the MnS consumer, who has a subscription receiving this type of notification, that certain network events have occurred with potential service impact, for example, system restart and system redundancy shift (backup)."

Error:
ITU-T X.733: A deviation of a system from normal operation.
Merriam-Webster: A deficiency or imperfection in structure or function.
RFC 8632: Term not used, or definition not provided.
SA5 IRP: Term not used, or definition not provided.

Failure:
Merriam-Webster: A state of inability to perform a normal function.

Fault:
ITU-T X.733: The physical or algorithmic cause of a malfunction. Faults manifest themselves as errors.
Merriam-Webster: A physical or intellectual imperfection or impairment.
RFC 8632: A fault is the underlying cause of an undesired behavior. There is no trivial one-to-one mapping between faults and alarms. One fault may result in several alarms in case the system lacks root-cause and correlation capabilities. An alarm might not have an underlying fault as a cause. For example, imagine a bad Mean Opinion Score (MOS) alarm from a Voice over IP (VOIP) probe and the cause being non-optimal QoS configuration.
SA5 IRP: A deviation of a system from normal operation, which may result in the loss of operational capabilities of the element or the loss of redundancy in case of a redundant configuration. 
ADAC Faults: Faults that are "Automatically Detected and Automatically Cleared" by the system when they occur and when they are repaired. 
AD Faults: Faults that are Automatically Detected by the system when they occur and Manually Cleared by the operator when they are repaired.
Discussion: The SA5 definition for fault deviates from the other definitions. The other definitions distinguish clearly between the real reason or underlying cause for a malfunction (which they call fault) and the malfunction itself (which they call error). Malfunction means a deviation of a system from normal operation.
SA5 needs to discuss the old definition of the term fault.
Alarm:
ITU-T X.733: A notification, of the form defined by this function, of a specific event. An alarm may or may not represent an error.
Merriam-Webster: A signal (such as a loud noise or flashing light) that warns or alerts.
RFC 8632: An alarm signifies an undesirable state in a resource that requires corrective action.
SA5 IRP: An alarm signifies an undesired condition of a resource (e.g. network element, link) for which an operator action is required. It emphasizes a key requirement that operators (above Itf-N) should not be informed about an undesired condition unless it requires operator action. Use of this emphasis does not exclude this case: In certain context, it is not possible for alarm reporters (below Itf-N) to know whether a particular undesired condition requires operator action or not. In such context, the NM may receive alarms that do not require operator action.
Discussion: Common to all definitions is that an alarm requires operator attention. Except for that there are differences in the definitions. ITU-T X.733 and Merriam-Webster state that an alarm is something that brings some event to the operator attention. RFC 8632 and SA5 IRP state that an alarm signifies an undesired condition. This does not distinguish between the thing that is being reported and the way how the thing is being reported. An alarm, though, should always refer to how something is reported, for example with a notification or a flashing light or a loud noise.











 
Alarm correlation:
RFC 8632: Dependencies between alarms; several alarms can be grouped as relating to each other, for example, a streaming media alarm relating to a high-jitter alarm.

Root cause analysis:
RFC 8632: An alarm can indicate candidate root-cause resources, for example, a database issue alarm referring to a full-disk partition.
SA5 IRP: Root Cause Analysis is a process that can determine and identify the network condition (e.g. fault, mis configuration) causing the alarms.
Discussion: The SA5 definition is not compliant to what is done in the interface definition. The interface definition clearly refers to alarms as the result of the root cause analysis and not to network conditions.
SA5 needs to discuss the old definition of the term root cause analysis.

Service failure dection: This is not a terminology or definition currently. The following are described in [4] regarding threshold based warning:
Early detection of faults before significant effects have been felt by the user is a desirable requirement of communicating systems. Degradation of service may be detected by monitoring of error rates. Threshold mechanisms on counters and gauges are a method of detecting such trends and providing a warning to managers when the rate becomes high. 

Service failure prediction: In [10], the requirement REQ-FAILURE_PRED_MDA-03 is as follows: MDA capability for failure prediction shall be able to provide the analytics output including predictions of potential service failures, as well as the possible recommendation actions to prevent failures.
Disccussion: From exiting specifications and requirements, it could be considered that “prediction” is a kind of capability which need to be introduced. 
[bookmark: _GoBack]SA5 needs to discuss the definition of the term “Service failure prediction”. The Potential definition of service failure prediction is provided below:
Proposed new definition: 
Editor's note: A new definition is not agreed yet. The following proposal will be subject to further modifications and is just provided here as baseline for further discussions.
Service failure prediction: Capability for providing the analytics output including predictions of potential service failures as well as the possible recommendation actions to prevent failures.

[bookmark: _Toc107987882]5.1.3	Conclusion - Impact on normative work
Editor's Note:	This clause provides the conclusion from the aspect of impact on normative work.
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