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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
Considering AI/ML model performance management as described in TR 28.908 Section 5.1, the AI/ML MnS consumer may not be aware of the technical details of the performance indicators for the requested AI/ML training. Hence it is required to enable the MnS consumer to logically indicate or provide guidance on the required performance of the AI/ML entity, e.g. via a policy. The policy  may then be used by AI/ML producer during training, testing and deployment phases to select the appropriate performance indicators. This pCR is to add the UC and potential requirements on AI/ML entity performance indicator selection during training, test and deployment based on the indication from consumer.
4
Detailed proposal
	Start of modification


X
Use cases, potential requirements and possible solutions

5.1
AI/ML model performance management
5.1.1
Description

During AI/ML model training, test and deployment, the AI/ML model performance evaluation and management is needed. The related performance indicators need to be collected and analyzed. The purpose of AI/ML performance management is to find the problem, figure out what the problem is, and fix it in time to make sure the model can be trained, tested, and deployed healthy.
5.1.2
Use cases

5.1.2.1
AI/ML model performance indicators 

The AI/ML model performance indicators related to AI/ML model training, test and deployment need to be defined. The indicators mainly include three aspects:

Resource-related indicators:  the performance indicators of the system that the model trains or deploys.

Model-related indicators: performance indicators of the model itself.

Service-related indicators: the running state indicators of the launched model.

These indicators need to be precisely defined. For different service, some indicators can be selected for evaluation. For example, resource-related indicators and model-related indicators may be selected in the training phase, while service-related indicators may be selected in the deployment phase. The AI/ML MnS producer should first determine which indicators are needed and then use these indicators for evaluation.

5.1.2.X
AI/ML entity performance indicators selection based on MnS consumer policy 

As described in TR 28.908 AI/ML entity performance evaluation and management is needed during training, test and inference phases. The related performance indicators need to be collected and analyzed. The  MnS producer for ML training, testing or inference should determine which indicators are needed or may be reported, i.e. select some indicators based on the service and use these indicators for performance evaluation. 

The MnS consumer for ML training, testing or inference may have differentiated levels of interest in the different performance dimensions or metrics. Thus, depending on its use case, the AI/ML MnS consumer may indicate the preferred behaviour and performance requirement that shall be considered during training, testing and inference of/from the ML entity by the ML MnS Producer for ML training, testing or inference. These performance requirements need not indicate the technical performance indicators used for ML training, testing or inference, such as "accuracy" or "precision" or "recall" or "Mean Squared Error" etc. The ML MnS consumer for ML training, testing or inference may not be capable enough to indicate the performance metrics that shall be used for training and testing. Instead, the AI/ML MnS consumer may indicate the requirement using a policy or guidance that reflects the preferred performance characteristics of the AI/ML entity. Based on the indicated policy/ guidance, the AI/ML MnS producer for ML training, testingmay then deduce and apply the appropriate performance indicators for training, testing or inference. Management capabilities are needed to enable the ML MnS consumer for ML training, testing or inference to indicate the behavioural and performance policy/ guidance that may be transformed by the MnS producer to a technical performance indicator during training, testing or inference.

5.1.3
Potential requirements

REQ-MODEL_PERF-CON-1

The AI/ML MnS producer should have a capability to define performance indicators of AI/ML model and select some indicators based on the service.

REQ-MODEL_PERF-CON-2

The AI/ML MnS producer should have a capability allowing the authorized MnS consumer to indicate a performance policy related to AIML model training, testing and inference phases.

5.1.4
Possible solutions


Following is the proposed solution based on information model defined in TS28.105 [2]. 

· Existing ModelPerformance <<datatype>> as part of MLTrainingRequest IOC may be extended optionally with attribute that represents the behavioural requirements as a policy. This attribute may be named as "trainingPolicyIndicator". 

· This attribute may contain information on the magnitude of the sensitive inference as a triplet. Some examples may look like following. 
Example 1:
False Positives, less, 10

· The above example indicates the training to be performed such that the probability of false positives is less than 10% in case of classification.
Example 2:

Over-Prediction, high, 80

· The above example indicates the training to be performed such that the probability of over-prediction is greater than 80% in case of regression.
This information along with the existing "performanceScore" and "performanceMetric" may help the ML Training Producer to train the MLEntity efficiently for the specific use case. This attribute may be applicable when configured in MLTrainingRequest IOC and not applicable in MLTrainingReportIOC.
A similar solution can be applied to the testing and inference functions.
5.1.5
Evaluation
TBD
	End of modifications


