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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-020 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
During AI/ML training, testing and inference, the AI/ML trustworthiness management is needed. E.g.,  mandatory regulatory requirements for AI/ML trustworthiness may be put in place, for e.g., the EU has proposed an AI regulation act for AI/ML consisting of seven key requirements that the AI/ML systems should meet (based on the risk level of the use case) for them to be considered trustworthy. This pCR is to add the UC and potential requirements on AI/ML inference trustworthiness. 
4
Detailed proposal
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2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 28.104: "Management and orchestration; Management Data Analytics".

[3]
3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services". 

[4]
3GPP TS 28.105: " Artificial Intelligence / Machine Learning (AI/ML) management ".
[x] 
European Commission (21.04.2021): “Proposal for a Regulation laying down harmonized rules on artificial intelligence”.
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5
Use cases, potential requirements and possible solutions

5.A
AI/ML trustworthiness 
5.A.2
Use cases

5.A.2.4
AI/ML inference trustworthiness 

The AI/ML inference may need to be performed according to the desired trustworthiness measure of the AI/ML model. For e.g.,

· Post-processing explanations can be generated based on one or multiple inferences generated by the AI/ML model.

· The AI/ML model can be trained to flip biased outcomes during inference using post-processing fairness techniques, for e.g., based on confidence value of a prediction.
· The AI/ML model can be trained to infer well on unseen or missing inference data.

· Perturbing model predictions to obfuscate labels/confidence information to protect them from model inversion or model extraction attacks.

Depending on the use case, one or more inference trustworthiness techniques can be applied on the deployed AI/ML model. Therefore, the AI/ML inference producer can be queried to provide information on the supported inference trustworthiness capabilities enabling the AI/ML inference consumer to request for a subset of supported inference trustworthiness characteristics to be configured, measured, and reported.
5.A.3
Potential requirements

REQ-ML_INF_TRUST-1 The provider of MLInference should have a capability to infer using a specific AI/MLEntity trained and tested with explainability characteristics as defined by the consumer.
REQ-ML_INF_TRUST-2 The provider of MLInference should support a capability for an authorized consumer to define the reporting characteristics related to the inference explainability reports of an AI/MLEntity. 

REQ-ML_INF_TRUST-3 The provider of MLInference should have a capability to infer using a specific AI/MLEntity trained and tested with fairness characteristics as defined by the consumer.
REQ-ML_INF_TRUST-4 The provider of MLInference should support a capability for an authorized consumer to define the reporting characteristics related to the inference fairness reports (e.g., measured disparate impact) of an AI/MLEntity.  

REQ-ML_INF_TRUST-5 The provider of MLInference should have a capability to infer using a specific AI/MLEntity trained and tested with robustness (technical) characteristics as defined by the consumer.
REQ-ML_INF_TRUST-6 The provider of MLInference should support a capability for an authorized consumer to define the reporting characteristics related to the inference robustness (technical) reports (e.g., measured missingness ratio) of an AI/MLEntity.  

REQ-ML_INF_TRUST-7 The provider of MLInference should have a capability to infer using a specific AI/MLEntity trained and tested with robustness (adversarial) characteristics as defined by the consumer.
REQ-ML_INF_TRUST-8 The provider of MLInference should support a capability for an authorized consumer to define the reporting characteristics related to the inference robustness (adversarial) of an AI/MLEntity.   
5.A.4
Possible solutions
TBD
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