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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-010 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
This pCR is to add the potential solution on Producer Initiated AIML Training. 
Note: text on use case and requirememts was agreed in SA5#145 but was missed in the email approval of rapporteur update.
4
Detailed proposal
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2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 28.104: "Management and orchestration; Management Data Analytics".

[3]
3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services". 

[4]
3GPP TS 28.105: " Artificial Intelligence / Machine Learning (AI/ML) management ".
[5]
3GPP TS 28.622: "Generic Network Resource Model (NRM) Integration Reference Point (IRP); Information Service (IS)"

[6]
3GPP TS 28.554: "5G end to end Key Performance Indicators (KPI)"
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5
Use cases, potential requirements and possible solutions

5.13
AI/ML entity re-training
5.13.1
Description

TBD
5.13.2
Use cases

5.13.2.1
Producer-initiated threshold-based AIML Retraining 

The performance of the AIML entity depends on the commonality of the distribution of the data used for training and the distribution of the data used for inference. Typically, the model performance would be good soon after deployment. This is because the chances of the distributions of the data used for training and the samples picked for inference are same. As the time progresses, the distribution of the network data might change as compared to the distribution of the train data. In such scenario, the performance of the AIML entity degrades over time. Hence there is a need for monitoring the network counters and thresholds such as PMs, KPIs, alarms etc and use this information in the producer to decide on the retraining.

5.13.2.2
Efficient AI/ML entity re-training 
During inference phase of AI/ML entity, a lot of potentially new data samples are processed and some of them are useful for a re-training and should therefore be labelled and added to the training set. However, using all inference data samples for retraining generates a high effort for data labelling, data provision (signalling) and model training, and this effort is not feasible in environments with limited resources. 

In the case that re-training/model adaptation is performed at the entity with low processing power or limited energy the amount of data used for re-training and the time needed for model to converge towards the maximum performance is critical and needs to be minimized. 

In order to optimize the re-training, it is necessary to reduce of the number of training samples, by extracting the most supporting data samples for re-training from all data samples (pool samples) that have been used for inference. 
5.13.3
Potential requirements

REQ-AIML_RETR-CON-1 The AIML MnS producer shall have the capability of allowing an authorized AIML MnS consumer to provide the counters and thresholds to be monitored to trigger the retraining of an AIML entity
REQ-AIML_RETR-CON-3 The AIML MnS producer shall have the capability of allowing an authorized AIML MnS consumer to update the AIML entity with the data counters and thresholds to be monitored to trigger the retraining of that AIML entity

REQ-AIML_RETR-CON-3: The 3GPP management system shall have a capability for the AI/ML training producer to request from the AI/ML inference producer the most supporting data samples for re-training from all data samples (pool samples) that have been used for AI/ML inference.
REQ-AIML_RETR-CON-4: The 3GPP management system shall have a capability for the AI/ML inference MnS producer to provide to the AI/ML training MnS producer the most supporting data samples for re-training.
5.13.4
Possible solutions


5.9.4.x
Possible solution#1: Producer Initiated Retraining
Following is the proposed solution based on information model defined in TS28.105 [2]. 


· Extend the existing MLTrainingRequest IOC with an optional <<datatype>> attribute on monitored data events. The attribute may be called "monitoredDataEvents" and is a list of monitored data events each of which may be of <<datatype>>  "monitoredDataEvent" that contains the following information:
· An attribute called "ThresholdInfoList" as a list of threshold information with each entry a "ThresholdInfo" <<datatype as defined in TS28.622 [5]. The ThresholdInfo is an array containing: 1) the performance metrices to be measured and monitored by the AIML producer, 2) the threshold value, 3) threshold directions indicating the direction for which a threshold crossing triggers a threshold and 4) the threshold hysteresis indicating hysteresis of a threshold, if configured, the PM is not compared only against the threshold value but also considering the hysteris value. 
· An attribute called "MonitoredkPIList" as a list of KPIs t be monitored for the particular data event. Each entry of the "MonitoredkPIList" is a "kPIName" indicating the name of the KPI as defined in TS28.554 [6] to be monitored for this AIMLTraining.

· Existing MLEntity <<datatype>> is extended with the same information mentioned above. This is needed to ensure an MnS consumer can configure the MLEntity and by doing so trigger the ML retraining. ML training producer may monitor the information available at MLEntity <<datatype>> and when any of the thresholds is crossed, retraining may be performed by the ML training producer. The threshold crossing may be identified via direct monitrong of the MLEntity by the retraining producer e.g. via data mornitoring IOC or via a notification to the retraining producer. 
· 
5.9.5
Evaluation

The solution described in clause 5.9.4.x adopts the NRM-based approach, which reuses the existing provisioning MnS operations and notifications. This solution is also consistent with the approach used by AIMLML training MnS defined in TS 28.105 [4]. Moreover, it also enables the MnS consumer to configure existing management data relevant for ML training like PMs and KPIs.

Therefore, the solution described in clause 5.9.4.x is a feasible solution.
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