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1
Decision/action requested

The group is asked to discuss and approve the proposals.
2
References

[1] 
TR 28.838 “Study on measurement data collection to support RAN intelligence”

3
Rationale

This contribution proposes to add the load balancing use case to TR28.838 [1].

4
Detailed proposal

	1st modified section


5
Use cases, potential requirements and solutions
5.x
Use cases
5.x.1
Load balancing
With the rapid traffic growth, multiple frequency bands were utilized in the commercial network. It is quite challenging to steer the traffic in a balanced distribution so that the network performance could be assured. Load balancing had been proposed to address the issue. The objective of load balancing is to distribute load evenly among cells and among areas of cells, or to transfer part of the traffic from congested cells or from congested areas of cells, or to offload users from one cell, cell area, carrier or RAT to improve network performance. This can be done by means of optimization of handover parameters and handover actions. AI/ML capabilities, e.g., traffic load prediction, prediction of selected UE  and/or target cell for handover, could be introduced to improve the load balance performance, in terms of the quality user experience and system capacity. It also enables the network automation which would help to reduce human intervention in the network management and optimization tasks. To support the AI/ML based load balancing in RAN, the related AI/ML Model can be trained, validated and tested in OAM while AI/ML Model inference could be done in the gNB. In case of CU-DU split architecture, AI/ML Model Training can be located in the OAM and AI/ML Model Inference can be located in the gNB-CU. 
To facilitate the AI/ML Model Training, validation and testing in OAM, 3GPP management service producer should be able to collect the input data, output data as well as the feedback of AI/ML based load balancing. (see clause 5.2.2. in TR 37.817 [2]). Note that the output data can be used as the label for the supervised learning. The feedback of AI/ML based load balancing data could be used to re-tune the AI/ML model and optimize the AI/ML model for load balancing. 
To support the model training residing in OAM, 3GPP management service producer should be able to collect the following input data 
-
From serving node: 
-  Current and predicted resource status

-
UE trajectory prediction
-
Current and predicted UE traffic

-  Predicted resource status information of neighbouring NG-RAN node(s)

-  Inter-gNB conditional handovers

-  Intra-gNB conditional handovers
-  From neighbouring NG-RAN nodes:
-  Current and predicted resource status

-  UE performance measurement at traffic offloaded neighbouring cell
-  From the UE:
-
UE location information (e.g., coordinates, serving cell ID, moving velocity) interpreted by gNB 


 implementation when available

-
UE Mobility History Information

-  UE measurement report (e.g., UE RSRP, RSRQ, SINR measurement, etc), including cell level and beam level UE measurements
To support the model training residing in OAM, 3GPP management service producer should be able to collect the following output data. The output data could serve as the supervised learning label data. 

-
From serving node: 

-
Selection of target cell for load balancing

-
The predicted UE(s) selected to be handed over to target NG-RAN node (will be used by RAN node internally)

To optimize the performance of AI/ML-based load balancing, following feedback can be considered to be collected from NG-RAN nodes:

-
UE performance information from target NG-RAN 

-
Resource status information updates from target NG-RAN
-
System KPIs, e.g., throughput, delay, RLF of current and neighbour cells
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