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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1] 
3GPP TR 28.908-020 “Study on Artificial Intelligence/Machine Learning (AI/ ML) management”.
3
Rationale
During AI/ML training, testing and inference, the AI/ML trustworthiness management is needed. E.g.,  mandatory regulatory requirements for AI/ML trustworthiness may be put in place, for e.g., the EU has proposed an AI regulation act for AI/ML consisting of seven key requirements that the AI/ML systems should meet (based on the risk level of the use case) for them to be considered trustworthy. This pCR is to add the terminology on AI/ML data trustworthiness. 
4
Detailed proposal
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2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 28.104: "Management and orchestration; Management Data Analytics".

[3]
3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services". 

[4]
3GPP TS 28.105: " Artificial Intelligence / Machine Learning (AI/ML) management ".
[x] 
European Commission (21.04.2021): “Proposal for a Regulation laying down harmonized rules on artificial intelligence”.
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5.N
Trustworthy Machine Learning 
5.N.1
Description

During AI/ML training, testing and inference, the AI/ML trustworthiness management is needed. Based on the risk level (e.g., unacceptable, high, minimal) of the use case, the trustworthiness requirements for AI/ML training, testing and inference may vary and therefore the related trustworthiness need to be configured, monitored, collected and analyzed. The purpose of AI/ML trustworthiness is to ensure that the model being trained, tested, and deployed is explainable, fair, and robust (technical and adversarial). Furthermore, mandatory regulatory requirements for AI/ML trustworthiness may be put in place, for e.g., the EU has proposed an AI regulation act for AI/ML consisting of seven key requirements that the AI/ML systems should meet (based on the risk level of the use case) for them to be considered trustworthy. These seven requirements include human agency and oversight, technical robustness and safety, privacy and data governance, transparency, diversity, non-disrimination and fairness, accountability, societal and environmental well-being. More details on each of these seven requirements are described in [x].
5.N.2
Terminology

The proposed EU regulation for machine learning has put forward a set of seven key requirements that the machine learning model should meet for them to be considered trustworthy. The details on each of those seven requirements are as follows (as described in [x]):  
1. Human agency and oversight: AI systems should empower human beings, allowing them to make informed decisions and fostering their fundamental rights. At the same time, proper oversight mechanisms need to be ensured, which can be achieved through human-in-the-loop, human-on-the-loop, and human-in-command approaches.  

2. Technical Robustness and safety: AI systems need to be resilient and secure. They need to be safe, ensuring a fallback plan in case something goes wrong, as well as being accurate, reliable, and reproducible. That is the only way to ensure that also unintentional harm can be minimized and prevented.  

3. Privacy and data governance: besides ensuring full respect for privacy and data protection, adequate data governance mechanisms must also be ensured, taking into account the quality and integrity of the data, and ensuring legitimized access to data.  

4. Transparency: the data, system and AI business models should be transparent. Traceability mechanisms can help achieving this. Moreover, AI systems and their decisions should be explained in a manner adapted to the stakeholder concerned. Humans need to be aware that they are interacting with an AI system, and must be informed of the system’s capabilities and limitations.  

5. Diversity, non-discrimination, and fairness: Unfair bias must be avoided, as it could have multiple negative implications, from the marginalization of vulnerable groups, to the exacerbation of prejudice and discrimination. Fostering diversity, AI systems should be accessible to all, regardless of any disability, and involve relevant stakeholders throughout their entire life circle.  

6. Accountability: Mechanisms should be put in place to ensure responsibility and accountability for AI systems and their outcomes. Auditability, which enables the assessment of algorithms, data and design processes plays a key role therein, especially in critical applications. Moreover, adequate an accessible redress should be ensured.  

7. Societal and environmental well-being: AI systems should benefit all human beings, including future generations. It must hence be ensured that they are sustainable and environmentally friendly. Moreover, they should consider the environment, including other living beings, and their social and societal impact should be carefully considered.  

Explainable Machine Learning: Explainability in machine learning refers to the ability of ML models to enable humans to understand decisions or predictions made by them.
Fair Machine Learning: Fairness in machine learning refers to the process of correcting and eliminating algorithmic bias in machine learning models. 

Robust Machine Learning: Robustness in machine learning refers to the process of handling various forms of errors/corruptions in machine learning models as well as changes in the underlying data distribution in an automatic way.
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