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1	Decision/action requested
In this box give a very clear / short /concise statement of what is wanted.
	References
[1]		3GPP TR 28.908-030 Management and orchestration; Study on Artificial Intelligence/Machine Learning (AI/ML) management 
3	Rationale
TR 28.908 [1] described the AI/ML workflow and AI/ML management operations. This contribution proposes to add some illustrations to the workflow and involved management operations.
[bookmark: _Toc68008321]4	Detailed proposal
It is proposed to add the following chapter in TR 28.908 [1].
	1st modified section


[bookmark: _Toc89158535][bookmark: _Toc107830522][bookmark: _Toc107830575]4.2	AI/ML workflow for 5GS
AI/ML techniques are widely used in 5GS (including 5GC, NG-RAN and management system), and the generic workflow of the operational steps in the lifecycle of an AI/ML entity, is described below.
Fig 4.2-1 shows the generic AI/ML workflow. The workflow involves the training phases, inference phases, and the operation steps for each phase. These are briefly described below:
Training phase:
AI/ML Training: Learning by the Machine from the training data to generate the (new or updated) AI/ML entity (see TS 28.105 [4]) that could be used for inference. The AI/ML Training may also include the validation of the generated AI/ML entity to evaluate the performance variance of the AI/ML entity when performing on the training data and validation data. If the validation result does not meet the expectation (e.g., the variance is not acceptable), the AI/ML entity needs to be re-trained. This is the initial step of the workflow. The AI/ML Training MnS is specified in TS 28.105 [4].
AI/ML Testing: Testing of the validated AI/ML entity with testing data to evaluate the performance of the trained AI/ML entity for selection for inference. When the performance of the trained AI/ML entity meets the expectations on both training data and validation data, the AI/ML entity is finally tested to evaluate the performance on testing data. If the testing result meets the expectation, the AI/ML entity may be counted as a candidate for use towards the intended use case or task, otherwise the AI/ML entity may need to be further (re)trained. In some cases, the AI/ML entity may need to be verified which is the special case of testing to check whether it works in the AI-enabled function or the target node in other cases, this step may be skipped, for instance in case the input data and output data, data types and formats, have been unchanged from the last AI/ML entity.
Inference phase:
AI/ML Inference: performing the inference using the AI/ML entity.
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Fig 4.2-1. AI/ML workflow

Each operational step in the workflow is supported by the specific AI/ML management capabilities to including:
-	Management for training phase
AI/ML training control: allowing the consumer  to trigger and manage the model training/retraining based on the performance evaluation results observed by the model performance monitoring (performance data and/or feedback). For example, if the model performance decreases, the AI/ML performance management capability may trigger the AI/ML training to start retraining.
AI/ML testing management:  allowing the consumer to initiate the AI/ML entity test and receive the testing results for a trained AI/ML model.
-	Management for inference phase
AI/ML inference activation/deactivation: allowing the consumer to activate/deactivate the inference using AI/ML entity.
AI/ML inference monitoring: allowing the consumer to monitor and evaluate the inference performance of an AI/ML entity.
Editor’s note: more details and/or clarifications to the management tasks can be added later.
	End of modified section
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