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3
Definitions of terms, symbols and abbreviations

3.1
Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Edge Computing: A concept, as described in 3GPP TS 23.501 [4], that enables operator and 3rd party services to be hosted close to the UE's access point of attachment, to achieve an efficient service delivery through the reduced end-to-end latency and load on the transport network.

Edge Computing Service Provider: A mobile network operator offering Edge Computing service.

Edge Data Network: A local Data Network that supports the architecture for enabling edge applications.
ECSP Management System: is a part of 3GPP management system that utilizes 3GPP defined management services to enable consumers (e.g., ASP. ECSP) to orchestrate and manage the EDN.

PLMN Management System: is a part of 3GPP Management System that utilizes 3GPP defined management services to enable consumers (e.g., PLMN operator) to orchestrate and manage the mobile networks.
Availability Zone: Refer to GSMA Operator Platfrom Telco Edge Requirements [x]
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5.1.2
EAS deployment

The goal of this use case is to enable ASP to deploy the EAS in the EDN, by requesting the provisioning MnS producer with the deployment requirements (e.g. the topological or geographical service areas, software image information, QoS, affinity/anti-affinity with other EAS, Availability Zone etc.) to deploy the EAS. The provisioning MnS producer returns a response indicating the operation is in progress to prevent the consumer from waiting, as the deployment in the edge cloud may take a while. Since, there can be multiple Edge Data Network (EDN) present/serving a particular edge location. This makes it critical for application service provider to have their EAS deployed at appropriate EDN(s) to provide high performance services for the UE. Therefore, provisioning MnS producer analyses the deployment requirements to determine where (i.e. on which EDN) and how many EAS VNF instance(s) should be instantiated, and requests the NFVO in ETSI NFV MANO to instantiate the EAS VNF instance(s). The provisioning MnS producer sends a notification to ASP indicating the result of instantiation (e.g. success, failure) when a notification is received from NFVO indicating the result of instantiation operation.
5.1.x 
Availability Zone
An Availability Zone [x] is the lowest level of abstraction exposed to a developer who wants to deploy an application on the edge network. It is defined in terms of a geographical area. A Cloudlet[x] is a point of presence for the edge cloud. It is the point where edge applications are deployed. The ECSP do not expose physical location of the cloudlets to the application service providers. The application service provider is not allowed to request deployment of its application on a specific edge cloud. There can be multiple Cloudlet in an Availability Zone. The application service provider can query for the QoS (latency, jitter etc.) available in a particular Availability Zone. The OP requires application service provider to specify target Availability Zone, when requesting for an Application deployment. The resources can be reserved in a particular Availability Zone on request from the application service provider.
As ASP queries the available Availability Zones. The ECSP respond with all the available zone and their chararcterstics including the QoS supported in each of them. The ASP choose one of the Availability Zone to deploy an application on. ASP request ECSP to deploy an application in the selected Availability Zone. ECSP deploy the given application as part of the AZ.
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5.1.14
Requirements

	Requirement label
	Description
	Related use case(s)

	REQ-EAS-INST-FUN-1 

	Generic provisioning MnS producer should have a capability allowing an authorized consumer to request the deployment of EAS based on the given deployment requirements.
	EAS Deployment

	REQ-EAS-INST-FUN-2 

	Generic Provisioning MnS Producer should have the capability to deploy EAS at a suitable EDN which can support the EAS requirements e.g. serving location, required latency, affinity/anti-affinity with other EAS, service continuity.
	EAS Deployment

	REQ-EAS-INST-FUN-3

	Generic provisioning MnS producer should have a capability to inform the authorized consumer about the progress of instantiation as the response to the deployment request.
	EAS Deployment

	REQ-EAS-INST-FUN-4 

	Generic provisioning MnS producer should have a capability to notify the authorized consumer the result (e.g. success, failure) of instantiation operation.
	EAS Deployment

	REQ-AVA-FUN-a

	Generic provisioning MnS producer shall have a capability allowing ASP to request deployment of EAS at a particular Availability Zone.
	Availability Zone

	REQ-AVA-FUN-b
	Generic provisioning MnS producer shall have a capability allowing ASP to query the available QoS performance (e.g latency, jitter, packet loss rate) supported in an Availability Zone.
	Availability Zone

	REQ-AVA-FUN-c
	Generic provisioning MnS producer shall have a capability allowing ASP to reserve resource in a particular Availability Zone.
	Availability Zone

	REQ-AVA-FUN-d
	Generic provisioning MnS producer shall have a capability allowing ASP to request for an Edge Data Network in an Availability Zone.
	Availability Zone

	REQ-AVA-FUN-e
	Generic provisioning MnS producer shall have a capability allowing ASP to request for an Edge Data Network in an Availability Zone.
	Availability Zone

	REQ-EAS-TERM-FUN-1
	Generic provisioning MnS producer should have a capability allowing an authorized consumer to request the termination of the EAS VNF instance.
	EAS Termination

	REQ-EAS-TERM-FUN-2
	Generic provisioning MnS producer should have a capability to inform the authorized consumer about the progress of termination as the response to the termination request.
	EAS Termination

	REQ-EAS-TERM-FUN-3
	Generic provisioning MnS producer should have a capability to notify the authorized consumer the result (e.g. success, failure) of termination operation.
	EAS Termination

	REQ-EAS-QUERY-FUN-1
	Generic provisioning MnS producer should have a capability allowing an authorized consumer to obtain the EAS instance information.
	Query EAS information

	REQ-EAS-MOD-FUN-1
	Generic provisioning MnS producer should have a capability allowing an authorized consumer to request the modification of the EAS instance.
	EAS Modification

	REQ-EES-INST-FUN-1
	Generic provisioning MnS producer should have the capability to instantiate the EES, as per request from authorized consumers.
	EES Deployment

	REQ-EES-INST-FUN-2
	Generic provisioning MnS producer should have the capability to send the notification indicating the status of EES instantiation
	EES Deployment

	REQ-EES-INST-FUN-3 
	Generic provisioning MnS producer should have the capability to relate instantiated EES with one or multiple served EAS(s).
	EES Deployment

	REQ-EES-TERM-FUN-1
	Generic provisioning MnS producer should have the capability to terminate the EES with the EES identifier, as per request from authorized consumers
	EES Termination

	REQ-EES-TERM-FUN-2
	Generic provisioning MnS producer should have the capability to send the notification indicating the status of EES termination
	EES Termination

	REQ-EES-QUERY-FUN-1
	Generic provisioning MnS producer should have a capability allowing an authorized consumer to obtain the EES instance information.
	Query EES information

	REQ-EES-MOD-FUN-1
	Generic provisioning MnS producer should have a capability allowing an authorized consumer to request the modification of the EES instance.
	EES Modification

	REQ-EES-TERM-FUN-3
	Generic provisioning MnS producer should have a capability to inform the authorized consumer about the progress of EES instantiation as the response to the deployment request.
	EES Deployment

	REQ-EES-TERM-FUN-4
	Generic provisioning MnS producer should have a capability to inform the authorized consumer about the progress of EES termination as the response to the termination request.
	EES Termination

	REQ-ECS-INST-FUN-1
	Generic provisioning MnS producer should have the capability to instantiate the ECS, as per request from authorized consumers.
	ECS Deployment

	REQ-ECS-INST-FUN-2 
	Generic provisioning MnS producer should have the capability to send the notification indicating the status of ECS Instantiation.
	ECS Deployment

	REQ-ECS-INST-FUN-3 
	Generic provisioning MnS producer should have the capability to relate instantiated ECS with one or multiple served EES(s).
	ECS Deployment

	REQ-ECS-TERM-FUN-1
	Generic provisioning MnS producer should have the capability to terminate the ECS with the ECS identifier, as per request from authorized consumers.
	ECS Termination

	REQ-ECS-TERM-FUN-2
	Generic provisioning MnS producer should have the capability to send the notification indicating the status of ECS termination.
	ECS Termination

	REQ-ECS-TERM-FUN-3
	Generic provisioning MnS producer should have a capability to inform the authorized consumer about the progress of ECS instantiation as the response to the deployment request.
	ECS Termination

	REQ-ECS-TERM-FUN-4
	Generic provisioning MnS producer should have a capability to inform the authorized consumer about the progress of ECS termination as the response to the termination request.
	ECS Termination

	REQ-ECS-QUERY-FUN-1
	Generic provisioning MnS producer should have a capability allowing an authorized consumer to obtain the ECS instance information.
	Query ECS information

	REQ-ECS-MOD-FUN-1
	Generic provisioning MnS producer should have a capability allowing an authorized consumer to request the modification of the ECS instance.
	ECS Modification
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