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1
Impacts

{For Normative work, identify the anticipated impacts. For a Study, identify the scope of the study}

	Affects:
	UICC apps
	ME
	AN
	CN
	Others (specify)

	Yes
	
	
	
	X
	

	No
	
	
	
	
	

	Don't know
	X
	X
	X
	
	X


2
Classification of the Work Item and linked work items

2.1
Primary classification

This work item is a

	
	Feature

	
	Building Block

	
	Work Task

	X
	Study Item


2.2
Parent Work Item

	Parent Work / Study Items 

	Acronym
	Working Group
	Unique ID
	Title (as in 3GPP Work Plan)

	N/A
	
	
	


2.3
Other related Work Items and dependencies

{List here other Work Items which relate to the proposed one, such as a Work Item in an earlier Release if further enhancing the feature from the previous Release)}

	Other related Work /Study Items (if any)

	Unique ID
	Title
	Nature of relationship

	
	
	


Dependency on non-3GPP (draft) specification:

{This section is to be typically used to identify the IETF dependencies. Delete the header "Dependency on non-3GPP (draft) specification:" if no such dependency}

3
Justification

With the development of 5G network, new services such as AR/VR, cloud gaming, Metaverse, V2X, remote healthcare, Industrial Internet, etc. have much higher requirements on both computing aspect and network aspect. For the network aspect, these scenarios require more in high bandwidth, low latency, high reliability, and high flexibility. For the computing aspect, the usage of computing resources (including resources usage of virtualized network functions, the energy consumption of NEs) need to be supported. For example, the virtualisation infrastructure can be seen both as the network resources and computing resources, as for the network resources, the 5G network function is one of the software-only entities that run on top of it, and as the computing resources, it can also provide the computing capabilities for services processing. 
However, the computation aspect and network communication aspect are considered separately now, for services which have high demand of computation, 3rd party usually evaluate the end-to-end service, and provide communication requirements to 5GS, for example, if a VR service need 30ms end-to-end latency, application will tell 5GS to satisfy 10ms latency from UE to UPF, and they use the rest 20ms for transportation after N6, do the rendering and processing. From this example we can see that in this VR service, the application tells 5GS which is the target server so that 5GS can do the optimization within itself to satisfy 10ms, and the rest part is for the application itself to do the optimization in rendering, processing etc. In this case, the coordination between this two parts is in a low-efficient way, because it takes some time to transfer some key information from the application on the target server to the network. As neither of network nor the application has the global view of both network topology and service endpoint, it will cause delay when service endpoints need to be updated, and also will cause the end-to-end path is not the best for user experience. So it’s better for network management system can manage the whole resources on network and computation. However, the existing network management system features miss this consideration of joint consideration based on the computation requirement aspect.
Computing network convergence means to enhance the network management system to support management on computing resources and support the joint optimization of network and computing resource. Besides, as operators have better deployment in edge, the whole picture of end-to-end path will be clear and easy to optimize from operator perspective. So we introduce computing aware network, which provides the capability to be aware of computation capability within network (e.g. computation capability on the edge), so that 5GS can consider both network topology and computing resource nodes to optimize network configuration, offload computing task to available computing resource. 
For standardization work of joint optimization of network and computing resource, ITU-T is studying the computing convergence network, which aims at computing and network resource joint optimization based on the awareness, control and management over network and computing resources. And it also published a Recommendation ITU-T Y.2501, studying on framework and architecture of computing power network. IETF also has discussion to schedule and manage compute resources in the network in draft “A Compute Resources Oriented Scheduling Mechanism based on Dataplane Programmability”.

Based on the above reasons, it’s valuable for operators to enhance the 3GPP management system to provide joint optimization of network and computing resources. Evaluate the method on how to quantify computing resource. The computing resources can be added as the features in management system to optimize the configuration and guarantee the SLA of users.
4
Objective

The study item will consider the following aspects: 

· Evaluate the method on how to quantify computing resource
· Investigate potential enhancement of 3GPP management system on supporting computing network convergence;

· Identify performance measurement and related new KPIs of computation

· Recommendation for normative work.

5
Expected Output and Time scale

	New specifications {One line per specification. Create/delete lines as needed}

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Rapporteur

	Internal TR


	28.XXX
	Study on management aspects of computing-aware network
	Dec 2022(SA#98)
	June 2023(SA#100)
	Yushuang Hu, China Mobile, huyushuang@chinamobile.com


{Note 1: Only TSs may contain normative provisions. Study Items shall create or impact only TRs.
"Internal TR" is intended for 3GPP internal use only whereas "External TR" may be transposed by OPs.}

{Note 2: The first listed Rapporteur is the specification primary Rapporteur. Secondary Rapporteur(s) are possible for particular aspect(s) of the TS/TR. In this case, their responsibility has to be provided as "Remarks".}

	Impacted existing TS/TR {One line per specification. Create/delete lines as needed}

	TS/TR No.
	Description of change 
	Target completion plenary#
	Remarks

	
	
	
	


6
Work item Rapporteur(s)

Yushuang Hu, China Mobile, huyushuang@chinamobile.com
7
Work item leadership

SA WG5
8
Aspects that involve other WGs

Co-ordination with SA2 where appropriate. 
9
Supporting Individual Members

	Supporting IM name

	China Mobile

	

	

	

	

	

	

	

	

	


