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1	Decision/action requested
The group is asked to discuss and approve the proposal.
2	References
[1]	 SP-220153: "New SID on Fault Supervision Evolution"
[2]	S5-222733: "draft TR 28.830 Fault supervision evolution"; v0.1.0

3	Rationale
This document describes the interface and interactions of anomaly event management in the 3GPP management system.
4	Detailed proposal
This document proposes the following changes in TR 28.830.
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4.3.x	Interaction framework of anomaly event MnS producer
Figure 4.2.x-1 depicts the interface between anomaly event MnS producer with the anomaly event MnS consumer, the following management services are supported:
1. Anomaly event governance:
Anomaly event governance describes a set of capabilities to allow MnS consumer to govern the customized anomaly event, including:
-	configure customized policies for the lifecycle management of the customized anomaly event, including creation, update, recovering and clearance of the anomaly event etc. The policies will include at least conditions and actions for handling of the customized anomaly event. Internal policies for life-cycle management of the preset anomaly event are preset within the anomaly event MnS producer which are out of scope of this document.
An example policy for creation of a customized anomaly event is the policy about characteristics for identification of the customized anomaly event based on multiple data sources e.g. group of correlated alarms, the related performance measurements, configuration data, historical data and other anomaly events etc. The data sources contain at least one primary characteristics and one or multiple secondary characteristics for generation of the anomaly event. The policy may also contain time window, link relationships of the managed objects, AI/ML models etc to correlate the multiple data sources and generate the anomaly event.
-	configure customized policies for the analysis (including prediction), demarcation and location, decision and execution for the customized anomaly event. Internal policies for the above management purposes of the preset anomaly event are preset within the anomaly event MnS producer which are out of scope of this document.
2. Anomaly event monitoring:
Anomaly event monitoring describes a set of capabilities to allow MnS consumer to monitor the unique identity, name, description and the correlated information including related data and analytics data, the progress status and result of the anomaly event.
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Figure 4.2.x-1: Interface between anomaly event MnS producer with the MnS consumer
Figure 4.2.x-2 depicts the interface between anomaly event MnS producers in cross domain management and in the domain management, the following management interactions are supported:
· Anomaly event, its analytics data and status transmission from the anomaly event MnS producer in the domain management to the anomaly event MnS producer in cross domain management.
· Anomaly event decomposition into multiple component anomaly event tasks from the anomaly event MnS producer in cross domain management to the anomaly event MnS producer in the domain management.
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Figure 4.2.x-2: Interface between cross domain and domain anomaly event MnS producer
Figure 4.2.x-3 depicts the interface between anomaly event MnS producer with the exiting fault supervision MnS producer, performance assurance MnS producer and configuration MnS producer etc, the following management services are supported:
· To allow data collection from multiple standardized data sources by the anomaly event MnS producer, including alarms, performance measurements, KPIs, configuration data, analytics data from eMDAS MnS producer, anomaly event from the other anomaly event MnS producers, historical data, etc.
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Figure 4.2.x-3: Interface between anomaly event MnS producer and some existing MnS producers

4.3.y	Interaction procedure for cross domain anomaly event minitoring
An example interaction procedure for cross domain anomaly event MnS producer and consumer is shown in figure 4.2.y, which depicts the interactions between anomaly event MnS producer, anomaly event MnS consumer and other MnS producers such as FM MnS producer and PM MnS producer etc.
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Figure 4.2.y: Procedure for anomaly event processing
The procedure is described as follows:
0. Policy configuration for anomaly event awareness, analysis, decision and execution.
1. Data collection from multiple data sources, e.g. alarms, performance data, KPIs etc.
2. Anomaly event subscription/requesting.
3. Anomaly event identification and creation by the anomaly event MnS producer.
4. Anomaly event reporting.
5. Anomaly event analysis (demarcation, location, rootcause, service impacts etc) by the anomaly event MnS producer.
6. Anomaly event reporting (update with analysis information).
7. Anomaly event recovering by the anomaly event MnS producer.
8. Anomaly event reporting (update with progress status)
9. Anomaly event clearance by the anomaly event MnS producer.
10. Anomaly event reporting (update with progress status to “cleared”)

4.3.z	Attributes of anomaly event IOC
Anomaly event MnS producer supports interface for data collection, monitoring and governance, which are described in the above clauses. For the anomaly event monitoring, supports interface for anomaly event reporting and querying, including at least the following attributes:
· Sequence number of the anomaly event, which uniquely represents an anomaly event.
· Name of the anomaly event, which represent the negative issue identified from a group of correlated alarms, and the other related data described in “data collection”.
· Description of the anomaly event, more detailed information of the anomaly event.
· Severety level of the anomaly event, which represent the urgency and sererety degree of the anomaly event, e.g. critical, high, medium, low etc.
· Create time, which represent the generation time of the anomaly event.
· Sources, which represent the associated one or multiple objects of the anomaly event.
· Affected resources, the network objects which are affected by the anomaly event, e.g. network slice, network slice subnet, network elements, network functions etc.
· (Optional) affected services, the services and users which are affected by the anomaly event, e.g., the name and range of the affected services such as VoNR, URLLC service, access of network, number of users, coverage area etc.
· Root cause of the anomaly event, e.g. the root cause and the associated source objects which result in the anomaly event corresponding to group of alarms, hardware failure, location of the root cause etc.
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