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1	Decision/action requested
Discuss and endorse scope and design principles for asynchronous provisioning procedures for network slicing
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3	Rationale
3.1	Introduction
The following is one of the remaining tasks for the work item eNETSLICE_PRO (see [4]):
· Update procedures, operations and NRMs in TS 28.531 and TS 28.541 to support asynchronous mode of operation.
Clause 3.6 in the WID provides additional background for this work (see [3]):
· Many procedures in TS 28.531 are asynchronous by nature. It may take a long time until a response can be returned. However, procedure descriptions and corresponding operations are currently assuming a synchronous response. No asynchronous design patterns are currently used in TS 28.531.
In previous SA5 meetings, a number of contributions in the area of network slice provisioning have included aspects related to asynchronous execution, see e g [5], [6], [7], [8], [9] and [10]. But so far, none of them have been agreed. Each proposal has targeted a slightly different subset of procedures, while there is also some overlap. The design patterns used are similar but could become even more consistent. The main purpose of this discussion paper is to provide a more comprehensive analysis of current provisioning use cases and procedures as well as relevant agreed or proposed contributions providing possible directions for future asynchronous solutions. From this analysis a number of recommendations guiding further work to define asynchronous procedures including NRM updates can then be derived.
3.1	Procedures in Scope
The exact list of provisioning procedures that should support asynchronous execution is not listed in the WID [3]. However, the following observations can be made:
· All of the following procedures can take a significant time to complete as they may involve various forms of resource orchestration and configuration. Thus, an asynchronous model is desirable: NSI allocation (see TS 28.531 [1] clause 7.2), NSSI allocation (7.3), NSI deallocation (7.4), NSSI deallocation (7.5), NSI modification (7.6) and NSSI modification (7.7).
· For feasibility check and resource reservation (see TS 28.531 [1] clause 7.13 and 7.14), previous related proposals in [5], [6], [7], [9] and [10] to update procedures and models all already adopt an asynchronous pattern.
· The only remaining slice or slice subnet level procedure in TS 28.531 [1] not mentioned above is about obtaining NSS capability (see clause 7.8). But this procedure has some conceptual similarities with feasibility check (without reservation), so it makes sense to use a similar asynchronous pattern for consistency reasons.
Recommendation 1: As part of the work item eNETSLICE_PRO, asynchronous versions should be defined for the following procedures in TS 28.531 [1]: NSI allocation (7.2), NSSI allocation (7.3), NSI deallocation (7.4), NSSI deallocation (7.5), NSI modification (7.6), NSSI modification (7.7), Obtaining NSS capability (7.8), Reservation and checking feasibility of NSI (7.13), Reservation and checking feasibility of network slice subnet (7.14). 
NOTES:
· For additional recommendations below in this discussion paper, it is assumed that they are scoped to only the procedures listed in recommendation 1. Thus, this discussion paper isn’t meant to indicate a preferred solution for any use case or procedure outside of this list.
· The eNETSLICE_PRO WID includes separate objectives to enhance the specifications in areas of resource reservation and feasibility check as well as NSS capability query. Thus, for these procedures, the new asynchronous variants may include additional changes and may therefore not be a direct conversion of the existing synchronous procedure. As separate discussions are needed to further clarify these procedures, in the remainder of this discussion paper they are only described on a higher level. But it is still expected that any applicable general principles proposed here should be followed also when defining detailed solutions for these remaining procedures.
3.2	Co-existence with Current Provisioning Procedures
When adding new asynchronous procedures, there are in general two possible options:
1. Add the new asynchronous procedure side-by-side with the current synchronous procedure. This could be done e g by splitting existing clauses in TS 28.531 [1] into 7.X.1 and 7.X.2. But this would result in a more complex specification with multiple options for MnS consumers and producers. And as noted above there are anyway issues with the existing synchronous procedures, meaning that keeping them has very limited benefits:
· Some procedures such as allocation can take a long time to complete so a synchronous pattern is not suitable
· Some procedures such as feasibility check already need to be updated for other reasons
2. Replace the existing procedure description with an asynchronous variant.
Recommendation 2: For network slice provisioning procedures in scope, prefer replacing the existing synchronous network slice provisioning procedures rather than including both synchronous and asynchronous variants in the specification.
4	Detailed Proposal
[bookmark: _Toc20212986][bookmark: _Toc27668401][bookmark: _Toc44668302][bookmark: _Toc58836862]4.1	NRM-based Approach
A common NRM datatype called ProcessMonitor has been agreed in SA5 for monitoring of asynchronous processes associated with an object instance, see [11]. Slice allocation and feasibility check are mentioned on the cover page as possible use cases.
Some basic principles can be derived from the ProcessMonitor datatype description:
· An asynchronous process in the MnS producer will be triggered by a regular management operation on an MOI, e g createMOI.
· Progress is monitored via an MOI attribute called processMonitor that uses the common ProcessMonitor datatype.
· IOCs that include a processMonitor attribute may include additional use case specific attributes, e g process inputs and outputs.
· IOCs descriptions may also provide further specialization for some of the common attributes within the ProcessMonitor datatype.
For network slice provisioning, the IOC(s) used for asynchronous procedures and containing the processMonitor attribute need to be separate from NetworkSlice and NetworkSliceSubnet since in many cases the request from the consumer is not directly connected to the lifecycle of a particular NetworkSlice or NetworkSliceSubnet instance:
· For the allocate use cases the producer will select the NetworkSlice or NetworkSliceSubnet instance to use. It can be either an existing instance or a newly created instance.
· For the deallocate use cases the producer will decide whether the NetworkSlice or NetworkSliceSubnet instance is kept or terminated.
· Feasibility check doesn’t involve any NetworkSlice or NetworkSliceSubnet instance at all.
A common pattern already used in previous proposals (see [5], [6], [7], [8], [9] and [10]), is to introduce one or more Job IOCs that are used to manage the asynchronous provisioning procedures. With this model, the main steps of procedure execution are:
· The MnS consumer creates a Job MOI to initiate the procedure as a background process, and inputs are provided as initial values for relevant MOI attributes.
· The MnS consumer monitors the progress of the asynchronous process by either polling the MOI attribute values or relying on MOI change notifications.
· If relying on notifications, the MnS consumer must also configure a notification subscription prior to initiating the procedure.
· After the process has either finished successfully or failed and any additional outputs have been read, the Job MOI should be deleted by the MnS consumer.
Recommendation 3: For network slice provisioning procedures in scope, use a common asynchronous design pattern based on Job IOC(s) containing a processMonitor attribute.
4.2	Number of Job IOCs
With a job-centric approach there are still multiple options related to how many different Job IOCs should be defined to support the full set of procedures. For network slice provisioning, these options could be described in terms of two main and orthogonal design choices:
1. Use of same or different Job IOCs for different types of provisioning procedures (e g allocate, deallocate, modify, feasibility check)
2. Use of same or different Job IOCs for slice and slice subnet level provisioning
It is important to note that these design choices don’t impact what procedures can be supported. E g if a single IOC either supports multiple types of procedures or both slice and slice subnet procedures, this can be achieved by defining an IOC that includes the union of needed attributes where only a subset might be present depending on scenario. So, when making these choices, other aspects such usability and complexity should be considered.
NOTE:	In case more than one procedure is supported by the same Job IOC, there must be a way for consumers to indicate which procedure is requested when creating a new Job MOI. If multiple types are supported, it may be necessary to use an extra attribute such as jobType to distinguish between procedures, see example in [9]. If only slice and slice subnet level procedures are combined into a single IOC but different types of procedures are kept separate, then it may be sufficient to use presence of certain procedure-specific input attributes to determine whether request is for slice or slice subnet.
Recommendation 4: For network slice provisioning procedures in scope, to balance the number of separate Job IOCs vs complexity of each IOC definition, the following choices are recommended: (1) Use different Job IOCs for each type of procedure, e g allocation, deallocation, modification and feasibility check. (2) Use a common Job IOC to support both slice and slice subnet level provisioning procedures of the same type.
4.3	Procedure-specific Job Attributes
4.3.1	Overview
To support a specific procedure, a Job IOC must include the necessary attributes for procedure inputs and outputs. The exact set of attributes will differ depending on the procedure. As observed above, it would still be possible for a single Job IOC to support more than one procedure by including in its definition the union of relevant procedure-specific attributes. However regardless of the number of Job IOCs, inputs and outputs for a given procedure should be the same. Thus, it is possible to independently study the different procedures and identify the needed attributes. 
For consistency, some general principles are proposed for the definition of procedure-specific attributes:
· Attributes used for procedure inputs shall be specified as writable and invariant. This means that the MnS consumer can only provide an attribute value as part of the MOI creation request and cannot change this value later. Multiplicity will depend on whether attribute must always be present. It is also proposed to add an ‘In’ suffix to names of attributes used to provide procedure inputs. In some cases, this also avoids naming conflicts between inputs and outputs.
· Attributes used for procedure outputs shall be specified as read-only. This means that they will be assigned by the MnS producer. Since they are outputs, they will also not have any value until processMonitor.status is FINISHED. This means that multiplicity 0 must be allowed for all output attributes. It is also proposed to add an ‘Out’ suffix to names of attributes used to provide procedure outputs. In some cases, this also avoids naming conflicts between inputs and outputs.
· Many of the network slicing provisioning procedures need a list of requirements as input. For consistency the following names and types should be used for all such procedures:
· serviceProfileIn with type ServiceProfile for slice level requirements. Note that since in this case the ServiceProfile is used only to provide requirements, the serviceProfileId shall not be included in the request. (Due to use of createMOI operation to create a Job instance, this also follows from the fact that serviceProfileId is read-only.)
· sliceProfileIn with type SliceProfile for slice subnet level requirements. Note that since in this case the SliceProfile is used only to provide requirements, the sliceProfileId shall not be included in the request. (Due to use of createMOI operation to create a Job instance, this also follows from the fact that sliceProfileId is read-only.)
In addition to these general principles, more detailed proposals for a subset of the procedures in scope are also provided in the following clauses.
NOTE:	Attributes for feasibility check, resource reservation and capability query are not proposed here since further study is needed. See also related note in clause 3.1.
Recommendation 5: For network slice provisioning procedures in scope, include procedure-specific attributes in Job IOCs following general principles above and for selected procedures as further specified in clauses 4.3.2 to 4.3.7. 
4.3.2	Procedure of Network Slice Instance Allocation (7.2)
4.3.2.1	Description
For NSI allocation, the existing synchronous operation in TS 28.531 [1] clause 6.5.1 can be used as starting point to identify needed inputs and outputs. Compared to operation parameters, the following changes are suggested:
· Rename attributeListIn and attributeListOut to serviceProfileIn and serviceProfileOut respectively. This is done to minimize ambiguity as well as to follow the proposed common principles in clause 4.3.1.
· Attribute name suffix is slightly modified for the DN output attribute.
· There is no need to include a separate status attribute, as this is already covered by processMonitor.status.
· Some minor changes and clarifications have also been made to the comments.
[bookmark: _Toc19715522][bookmark: _Toc51326720][bookmark: _Toc51326837][bookmark: _Toc89965885]4.3.2.2	Input Attributes
	Attribute Name
	S
	Read
	Write
	Inv
	Type
	Comment

	serviceProfileIn
	M
	T
	T
	T
	ServiceProfile
	This attribute specifies the network slice related requirements defined in ServiceProfile in clause 6.3.3 in TS 28.541 [2].



[bookmark: _Toc19715523][bookmark: _Toc51326721][bookmark: _Toc51326838][bookmark: _Toc89965886]4.3.2.3	Output Attributes
	Attribute Name
	S
	Read
	Write
	Inv
	Type
	Comment

	serviceProfileOut
	M
	T
	F
	F
	ServiceProfile
	This attribute contains the ServiceProfile which has been allocated and the actual value assigned to each profile attribute, including serviceProfileId.

	networkSliceRefOut
	M
	T
	F
	F
	DN
	The DN of NetworkSlice MOI uniquely identifying the network slice instance to which the ServiceProfile has been allocated.



4.3.3	Procedure of Network Slice Subnet Instance Allocation (7.3)
4.3.3.1	Description
For NSSI allocation, the existing synchronous operation in TS 28.531 [1] clause 6.5.2 can be used as starting point to identify needed inputs and outputs. Compared to operation parameters, the followed changes are suggested:
· Rename attributeListIn and attributeListOut to sliceProfileIn and sliceProfileOut respectively. This is done to minimize ambiguity as well as to follow the proposed common principles in clause 4.3.1.
· Attribute name suffix is slightly modified for the DN output attribute.
· There is no need to include a separate status attribute, as this is already covered by processMonitor.status.
· Some minor changes and clarifications have also been made to the comments. 
4.3.3.2	Input Attributes
	Attribute Name
	S
	Read
	Write
	Inv
	Type
	Comment

	sliceProfileIn
	M
	T
	T
	T
	SliceProfile
	This attribute specifies the network slice subnet related requirements defined in SliceProfile in clause 6.3.4 in TS 28.541 [2].



4.3.3.3	Output Attributes
	Attribute Name
	S
	Read
	Write
	Inv
	Type
	Comment

	sliceProfileOut
	M
	T
	F
	F
	SliceProfile
	This attribute contains the SliceProfile which has been allocated and the actual value assigned to each profile attribute, including sliceProfileId.

	networkSliceSubnetRefOut
	M
	T
	F
	F
	DN
	The DN of NetworkSliceSubnet MOI uniquely identifying the network slice subnet instance to which the SliceProfile has been allocated.



4.3.4	Procedure of Network Slice Instance Deallocation (7.4)
4.3.4.1	Description
For NSI deallocation, the existing synchronous operation in TS 28.531 [1] clause 6.5.3 can be used as starting point to identify needed inputs and outputs. Compared to operation parameters, the followed changes are suggested:
· Attribute name suffixes have been slightly modified for the input attributes.
· There is no need to include a separate status attribute, as this is already covered by processMonitor.status.
4.3.4.2	Input Attributes
	Attribute Name
	S
	Read
	Write
	Inv
	Type
	Comment

	networkSliceRefIn
	M
	T
	T
	T
	DN
	The DN of NetworkSlice MOI uniquely identifying the network slice instance.

	serviceProfileIdIn
	M
	T
	T
	T
	String
	It specifies the global unique identifier of the service profile in the NSI which is to be deallocated.



4.3.4.3	Output Attributes
None, except for the common processMonitor attribute.
4.3.5	Procedure of Network Slice Subnet Instance Deallocation (7.5)
4.3.5.1	Description
For NSSI deallocation, the existing synchronous operation in TS 28.531 [1] clause 6.5.4 can be used as starting point to identify needed inputs and outputs. Compared to operation parameters, the followed changes are suggested:
· Attribute name suffixes have been slightly modified for the input attributes.
· There is no need to include a separate status attribute, as this is already covered by processMonitor.status.
4.3.5.2	Input Attributes
	Attribute Name
	S
	Read
	Write
	Inv
	Type
	Comment

	networkSliceSubnetRefIn
	M
	T
	T
	T
	DN
	The DN of NetworkSliceSubnet MOI uniquely identifying the network slice subnet instance.

	sliceProfileIdIn
	M
	T
	T
	T
	String
	It specifies the unique identifier of the slice profile in the NSSI which is to be deallocated.



4.3.5.3	Output Attributes
None, except for the common processMonitor attribute.
4.3.6	Procedure of Network Slice Instance Modification (7.6)
4.3.6.1	Description
For NSI modification, currently no dedicated provisioning operation has been defined. Instead, the synchronous procedure refers to the generic modifyMOIAttributes operation. To derive input and output attributes for the Job IOC, the following has been considered:
· There is a need to identify the ServiceProfile to be modified. For consistency, the approach from NSI deallocation is re-used, i. e. combination of networkSliceRefIn and serviceProfileIdIn input attributes.
· The consumer must provide the updated requirements to the producer. In order to be able to distinguish properly between profile attributes that should have no value and profiles attributes that should be unchanged, it is stated that the consumer must provide the complete set of requirements as part of modification request rather than only the modified requirements.
4.3.6.2	Input Attributes
	Attribute Name
	S
	Read
	Write
	Inv
	Type
	Comment

	networkSliceRefIn
	M
	T
	T
	T
	DN
	The DN of NetworkSlice MOI uniquely identifying the network slice instance.

	serviceProfileIdIn
	M
	T
	T
	T
	String
	It specifies the global unique identifier of the service profile in the NSI which is to be modified.

	serviceProfileIn
	M
	T
	T
	T
	ServiceProfile
	This attribute specifies the network slice related requirements defined in ServiceProfile in clause 6.3.3 in TS 28.541 [2]. It contains the full set of requirements, i. e. also requirements that are unchanged must be provided by the MnS consumer.



4.3.6.3	Output Attributes
None, except for the common processMonitor attribute.
4.3.7	Procedure of Network Slice Subnet Instance Modification (7.7)
4.3.7.1	Description
For NSSI modification, currently no dedicated provisioning operation has been defined. Instead, the synchronous procedure refers to the generic modifyMOIAttributes operation. To derive input and output attributes for the Job IOC, the following has been considered:
· There is a need to identify the SliceProfile to be modified. For consistency, the approach from NSSI deallocation is re-used, i. e. combination of networkSliceSubnetRefIn and sliceProfileIdIn input attributes.
· The consumer must provide the updated requirements to the producer. In order to be able to distinguish properly between profile attributes that should have no value and profiles attributes that should be unchanged, it is stated that the consumer must provide the complete set of requirements as part of modification request rather than only the modified requirements.
4.3.7.2	Input Attributes
	Attribute Name
	S
	Read
	Write
	Inv
	Type
	Comment

	networkSliceSubnetRefIn
	M
	T
	T
	T
	DN
	The DN of NetworkSliceSubnet MOI uniquely identifying the network slice subnet instance.

	sliceProfileIdIn
	M
	T
	T
	T
	String
	It specifies the unique identifier of the slice profile in the NSSI which is to be modified.

	sliceProfileIn
	M
	T
	T
	T
	SliceProfile
	This attribute specifies the network slice subnet related requirements defined in SliceProfile in clause 6.3.4 in TS 28.541 [2]. It contains the full set of requirements, i. e. also requirements that are unchanged must be provided by the MnS consumer.



4.3.7.3	Output Attributes
None, except for the common processMonitor attribute.
4.4	Conclusions
A number of asynchronous procedures together with any needed NRM updates should be specified for network slice provisioning use cases.
To further guide this work, SA5 is asked to discuss and endorse recommendations 1, 2, 3, 4 and 5 in this discussion paper.
