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1	Decision/action requested
Discuss and approve on the proposal.
2	References
[1]	TS 28.557 Management of non-public networks; Stage 1 and stage 2 v1.2.0
[2]	S5‑216445 pCR 28.557 Update names for management modes of NPN
3	Rationale
The group agreed S5-216445 [2] in last SA5 meeting to update the names of management modes of NPN for a better readability in draft TS 28.557 [1]. However, there are some leftovers of the obsolete names in the draft 28.557 [1] need to be fixed.
4	Detailed proposal
This document proposes the following changes in TS 28.557 [1].
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[bookmark: _Toc88727924]5.1.1	Use cases related to SNPN management
[bookmark: _Toc88727925]5.1.1.1	Create a SNPN
This use case describes a scenario where an NPN-SP decides to provision an NPN for use by an NPN-SC in the form of SNPN. It is either an MNO or an enterprise can be playing a role of NPN-SP, and it is an enterprise (the different or same if the enterprise is also NPN-SP) be playing a role of NPN-SC. This SNPN consists of network resources decoupled from PLMN resources, including:
-	RAN NE(s)
-	5GC network functions 
-	Transport network
In this scenario, the NPN-SC sends to the NPN-SP a request for the provision of an NPN. This request contains the NPN related SLS requirements. To fulfil the SLS of requested NPN, the NPN-SP decides to create a new SNPN.
The NPN-SP maps SLS of requested NPN into 3GPP 5G system related requirements. These requirements allow the NPN operator to decide on the constituent network resources and the topology of the 3GPP 5G network to be created for the SNPN, as follows:
-	For the AN and CN related parts, the NPN operator takes all the actions needed to set up and configure required network resources, including RAN NE(s) and 5GC network functions. For more details, refer to TS 28.531 [8], clauses 5.1.17 "Creation of 3GPP NF" and 5.1.18 "Configuration of a 3GPP NF instance". Some of these actions can require setting up a new 3GPP sub-network. For more details, refer to TS 28.531 [8], clause 5.1.19 "Creation of a 3GPP sub-network".
-	For the TN related part, the NPN operator takes all the actions needed to set up the required connectivity along the RAN and CN, configuring the underlying transport network. When taking these actions, information on SNPN topology (e.g. external connection points of AN and CN) and performance (e.g. latency, bandwidth) should be considered.
If the requested NPN requires connectivity to external PLMN resources (e.g. to allow UEs registered into the SNPN to access public network services), the NPN-SP derives the requirements for such a connectivity. These requirements allow the NPN operator to configure the transport network connecting the SNPN and the PLMN accordingly.
NOTE 1:	To allow UEs to access public network services from the SNPN, the UEs also have to be registered in the PLMN UDM.
NOTE 2:	For the derivation of connectivity requirements between SNPN and the PLMN, the NPN-SP makes use of two sources of information: 
1)	the SLS of requested NPN, received from the NPN-SC; and 
2)	connectivity information of the created 3GPP 5G network, received from the NPN operator.
In this use case, depending on different situations, the NPN operator role can be played by:
-	the mobile network operator only. In such MNO Managed Modea case, the mobile network operator takes the entire responsibility of operating the SNPN and managing SNPN-PLMN connectivity, if required; or
-	the mobile network operator and the enterprise. In such MNO-Vertical Mode caseFor SNPN management, the mobile network operator can expose some management capabilities to the enterprise, according to business agreement between the two parties. SNPN-PLMN connectivity, if required, is always managed by the mobile network operator; or
-	the vertical only. In such Vertical Managed Modea case, the enterprise takes the entire responsibility of operating the SNPN. The SNPN-PLMN connectivity, if required, is always managed by the mobile network operator who takes the entire responsibility of operating the PLMN.
In this use case depending on the different NID assignment models as described in clause 5.30.2.1 of TS 23.501 [3], the NPN operator role can configure the NID to related AN nodes and 5GC NFs. The management of NID is described in clause 4.4 in this document.
[bookmark: _Toc88727926]5.1.2	PNI-NPN provisioning by network slice (NSaaS) of PLMN
A mobile network operator (playing the role of NPN-SP) decides to provision a PNI-NPN for use by an enterprise (playing the role of NPN-SC) in the form of a network slice of a PLMN. This network slice may include PLMN network functions / network function services for non-public use. Depending on NPN-SC, the slice can span one or more network domains, e.g.:
-	Network slice corresponding to a RAN-only network slice subnet. 
-	Network slice corresponding to CN-only network slice subnet. 
-	Network slice corresponding to a network slice subnet composed of RAN slice subnet + Transport network slice subnet + CN slice subnet. 
In this scenario, the NPN-SC provides the NPN related SLA requirements to the NPN-SP. These requirements specify NPN related SLS (i.e. NPN desired performance and required functionality) together with other business related information (i.e. NPN lifetime, NPN slice charging / accounting, etc.). To fulfil the SLS of requested NPN, the NPN-SP decides to use network slicing. 
The NPN-SP maps SLS of requested PNI-NPN into ServiceProfile attributes. For details on these attributes, see TS 28.541 [7]. Based on these attributes, the NPN-SP determines to reuse an existing network slice or create a new network slice for the PNI-NPN. If an existing network slice can be reused, the operator may reconfigure the existing network slice.
In this use case, the NPN operator role is played by:
-	The mobile network operator only. In such MNO Managed Modea case, the mobile network operator takes the entire responsibility of operating the network slice of the PLMN.
-	The mobile network operator and the enterprise. In such MNO-Vertical Managed Mode, aAccording to business agreement between both parties, the mobile network operator can expose some management capabilities to the enterprise. 
NOTE:	The scope of the NPN operator in this use case does not include the management of enterprise owned 5G network resources (i.e. on-premise physical equipment and on-premise NFVI). 
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[bookmark: _Toc88727936]Annex A (informative): Deployment considerations on NPN management modes
The applicability of management modes (see clause 4.3.2) depends on the NPN scenarios under consideration. Different scenarios may exist, depending on the deployment considerations of individual NPN functions. Table A-1 and Table A‑2 capture this variety for SNPN and PNI-NPN scenarios, respectively. 
Table A-1: Applicability of management modes in different SNPN scenarios 
	NPN functions
	MNO Managed Mode
	MNO-Vertical Managed Mode
	Vertical Managed Mode

	NG-RAN
	indoor; outdoor
	indoor; outdoor
	indoor; outdoor

	5GC
	Packet core (AMF, SMF, NRF, ...)
	on-premise; 
 off-premise (deployed on MNO footprint)
	on-premise;
off-premise (deployed on MNO footprint)
	on-premise; 
 off-premise (deployed on hyperscaler footprint)

	
	Subscription and data-storage manager (UDM, UDR, AUSF, …)
	on-premise;
off-premise (deployed on MNO footprint)
	on-premise;
off-premise (deployed on MNO footprint)
	on-premise

	
	UPF
	on-premise; 
off-premise (deployed on MNO footprint)
	on-premise;
off-premise (deployed on MNO footprint)
	on-premise

	NOTE 1:	In case of virtualization of 5GC functions, the VISP role is relevant. The VISP is in charge of managing the virtual resources which support the execution of those VNFs, each hosted by one or more VDUs.
NOTE 2:	The vertical may play the VISP role for the virtualization of on-premise 5GC functions. 
NOTE 3:	The MNO may play the VISP role for the virtualization of off-premise 5GC functions in MNO Managed ModeMode 2a and MNO-Vertical Managed ModeMode 2b. These 5GC functions are dedicated to the NPN, and therefore are separated from PLMN functions (used for public use).
NOTE 4:	A hyperscaler may play the VISP role for the virtualization of off-premise 5GC functions in Vertical Managed ModeMode 2c. 
NOTE 5:	Off-premise UPF may need to be deployed at the Telco Edge Cloud, typically due to performance constraints. 



Table A-2: Applicability of management modes in different PNI-NPN scenarios 
	NPN functions
	MNO Managed Mode
	MNO-Vertical Managed Mode

	NG-RAN
	indoor; outdoor
	indoor; outdoor

	5GC


	Packet core (AMF, SMF, NRF, ...)
	off-premise (deployed on MNO footprint)
	off-premise (deployed on MNO footprint)

	
	Subscription and data-storage manager (UDM, UDR, AUSF, …)
	off-premise (deployed on MNO footprint)
	on-premise;
off-premise (deployed on MNO footprint)

	
	UPF
	off-premise (deployed on MNO footprint)
	on-premise; off-premise (deployed on MNO footprint)

	NOTE 1:	In case of virtualization of 5GC functions, the VISP role is relevant. The VISP is in charge of managing the virtual resources which support the execution of those VNFs, each hosted by one or more VDUs.
NOTE 2:	The vertical may play the VISP role for the virtualization of on-premise 5GC functions. 
NOTE 3:	The MNO may play the VISP role for the virtualization of off-premise 5GC functions in MNO Managed Mode  and MNO-Vertical Managed Mode. 
NOTE 4:	Off-premise UPF may need to be deployed at the Telco Edge Cloud, typically due to performance constraints.






	End of change






