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	Reason for change:
	There may be many alarms and/or performance issues which may result in network malfunction or significant performance degradation and subsequently impact the SLS assurance. The correlated alarms and/or performance measurements which are associated with SLS assurance issues could be aggregated for root cause analysis and resolution. The procedure of the alarm and performance information collection, correlation, incident identification and analysis, issue location and recovering forms a closed control loop serving the purpose of SLS assurance.

	
	

	Summary of change:
	Added the use case of closed control loop for SLS assurance by analyzing and resolving the correlated alarms and/or performance issues.

	
	

	Consequences if not approved:
	An important scenario is missing for eCOSLA.
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[bookmark: _Toc67661447]6.1.x	Incident resolution for SLS assurance
[bookmark: OLE_LINK38]There may be many alarms and/or performance issues which may result in network malfunction or significant performance degradation and subsequently impact the SLS assurance. An incident is identified by a number of alarms and performance measurements etc. The procedure of the incident identification and resolution forms a closed control loop, which contains the process of correlating alarms and performance measurements, root cause analysis, issues location and recovering.
Monitor: Collecting alarms and the related performance measurements according to the monitoring policies, e.g. coverage area, time duration, managed objects, alarm categories and levels, performance categories and anomaly detection policies etc.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Analytic: Correlating alarms and/or performance measurements, analyzing network data and service data to detect or predict network degradation issues and/or service quality deterioration issues, and demarcating. In cross-domain scenarios, the issue is demarcated to specific domains.
[bookmark: OLE_LINK11][bookmark: OLE_LINK12]Decision:  Generating the work plans according to incident resolving policies. Multiple rectification solutions may be generated based on the demarcation and locating results, and isolating the impacts etc. In case the single domain can’t provide correspdonig performance assurance, report to cross-domain. Multiple rectification restoration options may be generated and evaluated, e.g. considering whether the recovering cost is acceptable, and whether there are extra impacts on the network and service etc. The optimal solution scheme and the final work plan is determined to recover the issues.
Execution: Performing rectification and potential risk elimination based on the optimal solution scheme. After the solution has been performed, verifying the execution results, such as whether service interruption is rectified, whether service quality is improved and assured, and whether the incident is rectified etc.
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