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1
Decision/action requested

The group is asked to discuss and agree on the proposal.
2
References

[1]
TR 28.813 0.5.0: Study on new aspects of Energy Efficiency (EE) for 5G
3
Rationale

In [1], the key issue #2 contains a description and potential solutions for two different topics:

1. Measuring Data Volume for 5GC, to enable the calculation of the 5GC EE KPI (defined as Data Volume divided by Energy Consumption), and

2. Defining a new KPI based on Resource Efficiency Ratio (RER), defined as Useful Output divided by Resource Consumption.

This contribution proposes to separate clearly these two topics in two different clauses, by moving some parts of the current key issue #2 to a newly created key issue #2a.
4
Detailed proposal

This document proposes the following changes in TR 28.813 [1].

	1st Change


4.2
Key Issue #2: EE KPI for 5GC – Data Volume measurement
4.2.1
Description

TS 28.554 [5] – clause 6.7 (Energy Efficiency (EE) KPI) contains so far one single KPI definition: NG-RAN data Energy Efficiency (EE) (cf. clause 6.7.1). A corresponding EE KPI is missing for 5GC.



This potential solution proposes to apply the generic EE KPI (see clause 5.3 of ETSI ES 203 228 [6]):
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to the 5GC, leading to the definition of a new EE KPI:
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The potential solutions below focus on how to measure the Data Volume (DV) carried by the 5G core network: DV5GC.
4.2.2
Potential solutions

4.2.2.1
Potential solution #1 for DV5GC: User Plane DV based solution 

4.2.2.1.1
Introduction

This potential solution #1 focuses on the definition of DV5GC.

For this potential solution, it is proposed to apply the same principle as for NG-RAN (cf. [5] clause 6.7.1 ‘NG-RAN data Energy Efficiency (EE)’), i.e. to measure only the User Plane traffic volume. Therefore, the DV part of the EE KPI for 5GC is measured only at the User Plane Functions (UPF) that constitute the 5GC. 5GC Control Plane traffic is not considered.

In case of redundant transmission paths for high reliability, it is expected that the data volume is counted once only. The main reason for this is that, if the traffic is counted more than once, it will increase artificially the EE5GC,DV KPI.

4.2.2.1.2
Potential alternative#1 – based on N3 interface

4.2.2.1.2.1
Introduction

In this proposed alternative, both incoming and outgoing traffic are measured at the GTP-U layer on the N3 interface. This potential alternative applies only to UPFs with N3 interfaces connected.
4.2.2.1.2.2
Description

The considered traffic is the traffic between the 5G-AN and UPFs that constitute the 5GC via the N3 interface. All UL and DL traffic:

- between 5G AN node and UPF, as well as

- between N3IWF and UPF

is considered.

In case of redundant transmission paths over the N3 interface for high reliability communication (cf. TS 23.501 [2] clause 5.33.2), it is expected that the data volume is counted once. In particular:

- In case of Dual Connectivity based end to end Redundant User Plane Paths (cf. TS 23.501 [2] clause 5.33.2.1), in which a UE may set up two redundant PDU Sessions over the 5G network, the Data Volume related to only one PDU session is to be considered;

- In case of redundant transmission with two N3 tunnels between the PSA UPF and a single NG-RAN node (cf. TS 23.501 [2] figure 5.33.2.2-1) which are associated with a single PDU Session, the Data Volume related to only one N3 tunnel is to be considered;

- In case of two N3 and N9 tunnels between NG-RAN and PSA UPF for redundant transmission (cf. TS 23.501 [2] figure 5.33.2.2-2) associated with a single PDU Session, the Data Volume related to only one N3 tunnel is to be considered.

For this use case related to the measurement of the energy efficiency of the 5G core network, the 3GPP management system in charge of collecting the data volume measurements listed here below will have to consider them only once in case of redundant transmission over the N3 interface.

In this potential alternative, the following would have to be done: introduce a new EE KPI in TS 28.554 [5] – clause 6.7:
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where DV5GC , expressed in bits, would be defined as follows:
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and

- GTP.InDataOctN3UPF already defined in TS 28.552 [4) clause 5.4.1.3 (Number of octets of incoming GTP data packets on the N3 interface, from (R)AN to UPF), and

- GTP.OutDataOctN3UPF already defined in TS 28.552 [4) clause 5.4.1.4 (Number of octets of outgoing GTP data packets on the N3 interface, from UPF to (R)AN).

4.2.2.1.3
Potential alternative#2 – based on N6 interface

4.2.2.1.3.1
Introduction

In this proposed alternative, both incoming and outgoing traffic are measured at the IP layer on the N6 interface. This potential alternative applies only to UPFs with N6 interfaces connected.
4.2.2.1.3.2
Description

The considered traffic is the traffic between the DN and UPFs that constitute the 5GC via the N6 interface.

In this potential alternative, DV5GC, expressed in bits, would be defined as follows:
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and

- IP.N6IncLinkUsage.N6RP already defined in TS 28.552 [4) clause 5.4.2.1 (N6 incoming link usage, in bit/sec),

- IP.N6OutLinkUsage.N6RP already defined in TS 28.552 [4) clause 5.4.2.2 (N6 outgoing link usage, in bit/sec),

- MeasurementDuration is the duration, in seconds, of the measurement period.

IP.N6IncLinkUsage.N6RP and IP.N6OutLinkUsage.N6RP definitions in TS 28.552 [4] refer to IETF RFC 5136 [X] definition of IP-type-P link usage, defined as follows:

‘The average usage of a link L, Used(L,T,I), is the actual number of IP-layer bits from any source, correctly received over link L during the interval [T, T+I], divided by I.’.

Though IETF RFC 5136 [13] does not state it, it is our understanding that Used (L,T,I) measurement unit is bit/s.

Therefore, it is proposed that Used (L,T,I) be multiplied by the duration of the observation period of time (in seconds).

This potential solution cannot support per S-NSSAI data volume measurements, mainly due to that it depends on IETF defined metrics.

4.2.2.2
Potential solution #2 for DV5GC: User + Control Plane DV based solution 

4.2.2.2.1
Introduction

This potential solution #2 focuses on the definition of DV5GC. 

For this proposed solution, the assumption is made that all traffic within all network functions of the 5GC is considered, i.e. Control Plane and User Plane traffic. Therefore, the DV part of the EE KPI for 5GC is measured at all network functions that constitute the 5GC.

In this proposed solution, the traffic is measured at the IP layer, regardless the network functions are control plane or user plane network functions. The following network functions are considered (see clause 4.2.2 of TS 23.501 [2]):
-
Authentication Server Function (AUSF):

-
Access and Mobility Management Function (AMF)
-
Unstructured Data Storage Function (UDSF)

-
Network Exposure Function (NEF)

-
Intermediate NEF (I-NEF)

-
Network Repository Function (NRF)

-
Network Slice Selection Function (NSSF)

-
Policy Control Function (PCF)

-
Session Management Function (SMF)

-
Unified Data Management (UDM)

-
Unified Data Repository (UDR)

-
User Plane Function (UPF)

-
UE radio Capability Management Function (UCMF)

-
Application Function (AF)

-
5G-Equipment Identity Register (5G-EIR)

-
Network Data Analytics Function (NWDAF)

-
CHarging Function (CHF).

In this proposed solution, the traffic is measured at the IP layer of aforementioned network functions.
Editor’s note: it’s FFS on which interface(s) of the aforementioned network functions the data volume is to be measured.

4.2.2.2.2
Description

Editor's Note:
This clause further details the potential solution and any assumptions made.








· 
· 
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· 






















4.2a
Key Issue #2a: Resource Efficiency KPI for 5GC
4.2a.1
Description

With Network Functions Virtualisation (NFV), physical equipment in the telecom network architecture can be replaced by virtual network functions running on standard server platform. Since the 5GC can be fully virtualized, and the 5GC NF can be composed of VNF(s), in this potential solution, the 5GC Resource Efficiency KPI is introduced as:
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EE5GC,RC =
UsefulOutput5GC



ResourceConsumption5GC
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Depending on the solution, new measurements may have to be defined in TS 28.552 [4].
4.2a.2
Potential solutions
4.2a.2.1
Potential solution #1 for ResourceConsumption5GC Estimation
4.2a.2.1.1
Introduction

This potential solution focuses on the definition of ResourceConsumption5GC appeared in:
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EE5GC,RC =
UsefulOutput5GC



ResourceConsumption5GC
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4.2a.2.1.2
Description
The ResourceConsumption5GC (which is also denoted as R5GC) is defined as the resource allocated to all 5GC NF. 
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R5GC =
X



NFs



RNF
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where RNF represents the resource allocated to a 5GC NF.
Since the 5GC NF is composed of 1 to many VNFs, the resource allocated to 5GC NF is the sum of the resource allocated to the VNFs composing the 5GC NF.
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where RVNF represents ResourceConsumption.

The resource considered are Virtualization Container (VC) resources and Virtual Network resources. Therefore, R5GC can be further denoted as {R5GC, cpu,  R5GC, memory, R5GC, storage}. Moreover, as 5GC NF is composed of 1 to many VNFs, we have the following definitions:

· RNF, cpu is CPU resource consumption, defined as the sum of the used CPU capacity of the underlying VCs allocated to each of the VNFs composing the 5GC NF.

· RNF, memory is memory resource consumption, defined as the sum of the total memory used of the underlying VCs allocated to each of the VNFs composing the 5GC NF.

· RNF, storage is storage resource consumption, defined as the sum of the total storage used of the underlying VCs allocated to each of the VNFs composing the 5GC NF.

NOTE 1: NF is composed of VNF(s). VNFs are composed of VNFC(s). VNFC is deployed on Virtualization Container(s). Therefore, the summation of the resource used by the VNFs composing the 5GC NF is based on the measurement of the corresponding VNFCs' resource consumption on the VCs. And this can be expressed as the following:
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RVNF =
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NOTE 2: The consumption of the resource of different kinds may not be able to be added together. But the consumption of the resource of the same kind will be added together. Therefore, for each VNF, there will be a summation of resource consumption for each kind of resource, e.g. the total CPU resource consumption, the total memory resource consumption, etc. And they will be used or considered separately. And similarly, for each NF, there will be a summation of resource consumption for each kind of resource, based on the resource consumption of the VNFs. And they also will be used or considered separately. And so is for the 5GC.
Since each of the VNFs composing the 5GC NF may not be the only VNF running on a NFVI, the virtual resource consumption of the each VNF needs to be measured separately. 
In this version of the document, it is assumed that: 

-
the resource allocated to a NF/VNF/VNFC other than CPU and Memory are not included. 
-
each VNFC instance pertains to one and only one VNF instance,

-
each VNF instance pertains to one and only one Network Function,

-
each VNFC instance utilizes virtual CPUs pertaining to one and only one NFVI node.
Resource consumption can be measured through performance monitoring, which could be external monitoring tools or monitoring functions provided by NFV infrastructure.
The CPU resource consumption of the VNFC is denoted as RVNFC,CPU and it can be derived based on all the vCPUs allocated to it as the following:
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RVNFC,CPU =
X



vCPU



{vCPU Resource Usage}











For each vCPU allocated to the VNFC instance, the vCPU Resource Usage is calculated as the average Processor Utilization of the VNFC instance during a given time period multiplied by cpu clock speed and number of cores of the underlying VC where the VNFC is located, and its unit is MegaHertz (MHz).
Processor Utilization is defined in [14] clause 6.6 as the ratio of the total time that one or more compute resources (according to the defined scope) execute instructions in the specified execution context during the measurement interval to the time in the measurement interval, expressed as a percentage.
NOTE 3: Virtual Machine and OS Container are examples of Virtualisation Container[10].
The measurement of the memory resource consumption of the VNFC is denoted RVNFC, memory and it can be derived as the amount of memory used by VNFC (cf. the metric ‘Memory Used’ defined in ETSI GS NFV-TST 008 clause 8.6).
The storage usage of the VNFC is denoted as RVNFC, storage. As the methods of measurement for storage systems vary widely and depend on the implementation, the measurement of the RVNFC, storage may not be defined in this version of the document.
Based on the CPU resource consumption of the VNFC, the CPU resource consumption of the VNF can be estimated as the following:
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{RVNFC,CPU}











And the CPU resource consumption of the NF and the 5GC can be estimated accordingly:
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R5GC,CPU =
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{RNF,CPU}











Similarly, the memory resource consumption of the VNF, NF, and 5GC can be estimated:
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{RVNFC,memory}
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<latexit sha1_base64="ALZBDTx5La8OIft1b0M37vMEE/Q=">AAACPXicbVBNSyNBFOzxY41Rd6Me9zIoggcJMx529yIEhaynoGISIRNCT+dN0tg9PXS/EcIwP8Wf4cWL/2FvXsSLhxXZ617tSYK7fhQ0FFWv6PcqTAQ36Hm3zszs3PynhdJieWl55fOXyupay6hUM2gyJZQ+C6kBwWNoIkcBZ4kGKkMB7fD8oPDbF6ANV/EpjhLoSjqIecQZRSv1KqcnvSyQFIdaZo36jgSp9CjP9wKTyn9Oq1E3eZ4FAiIMspNXxksm0HwwxCDPy73Kplf1xnDfE39KNms/I3V3tXN51Kv8CvqKpRJiZIIa0/G9BLsZ1ciZgLwcpAYSys7pADqWxlSC6Wbj63N3yyp9N1Lavhjdsfp/IqPSmJEM7WSxtXnrFeJHXifF6Ec343GSIsRs8lGUCheVW1Tp9rkGhmJkCWWa211dNqSaMrSFFyX4b09+T1q7Vf9b1Tu2beyTCUrkK9kg28Qn30mNHJIj0iSMXJN78ps8OjfOg/Pk/JmMzjjTzDp5BefvM3DRtXI=</latexit>



RNF,memory =
X



VNFs



{RVNF,memory}
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<latexit sha1_base64="JaVL7opwIX3mzwmB+QenDdbaJvs=">AAACPHicbVDPSxtBGJ21tsbY1tQevSwGwYOE3YI/LoIYMJ4kRqNCNoTZybfJ4MzOMvNtISz7p/TP8ODFP6I3L+3FgyJePTubiLXqg4HHe99jvu+FieAGPe/Kmfow/fHTTGm2PPf5y9f5yreFY6NSzaDNlFD6NKQGBI+hjRwFnCYaqAwFnIRn9cI/+QnacBUf4SiBrqSDmEecUbRSr3LY6mWBpDjUMltr1FclSKVHeb4VmFT+s/Z3TZ5ngYAIg6z1Un9OBJoPhhjkeblXqXo1bwz3LfGfSHW7Eak/56u/mr3K76CvWCohRiaoMR3fS7CbUY2cCcjLQWogoeyMDqBjaUwlmG42Pj53l63SdyOl7YvRHasvExmVxoxkaCeLpc1rrxDf8zopRpvdjMdJihCzyUdRKlxUbtGk2+caGIqRJZRpbnd12ZBqytD2XZTgvz75LTn+UfPXa96BbWOHTFAii2SJrBCfbJBtskeapE0YuSB/yQ25dS6da+fOuZ+MTjlPme/kPzgPj1mntOc=</latexit>



R5GC,memory =
X



NFs



{RNF,memory}











And the estimation of the resource consumption of the NF and 5GC can be derived based on CPU resource consumption only:
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<latexit sha1_base64="C4dcEI669rZC/7vNa2vjjbWZqkw=">AAACGXicbVC7SgNBFJ31GRMfUUubwShYSNi1UBshGBArieImgWQJs5ObZMjsg5nZQFj2N2z8DysbEUUstfJDtHbyKEzigYEz59zLvfe4IWdSmeaXMTe/sLi0nFpJZ1bX1jeym1tlGUSCgk0DHoiqSyRw5oOtmOJQDQUQz+VQcbvFgV/pgZAs8G9VPwTHI22ftRglSkuNrHnTiOseUR3hxVcXhyAV0z9oJslZPGnhYslOkqSRzZl5cwg8S6wxyRX2vh+ee5mfUiP7UW8GNPLAV5QTKWuWGSonJkIxyiFJ1yMJIaFd0oaapj7xQDrx8LIE72uliVuB0M9XeKj+7YiJJ2Xfc3XlYFM57Q3E/7xapFqnTsz8MFLg09GgVsSxCvAgJtxkAqjifU0IFUzvimmHCEKVDjOtQ7CmT54l5aO8dZw3r3Ua52iEFNpBu+gAWegEFdAlKiEbUXSHHtELejXujSfjzXgflc4Z455tNAHj8xcSQaVe</latexit>



RNF,estimated = RNF,CPU
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<latexit sha1_base64="PnB7G1v1EDON8cRoNELuu7oF1vY=">AAACG3icbVC7SgNBFJ2Nr5j4iFraDEbBQsJuwEcjBFNoGcU8IFnC7ORuMmT2wcxsICz7Hzb+hqVNCkWsBAs/RGsniYUmHhg4c8693HuPE3ImlWl+GKmFxaXllfRqJru2vrGZ29quySASFKo04IFoOEQCZz5UFVMcGqEA4jkc6k6/PPbrAxCSBf6tGoZge6TrM5dRorTUzhVv2nHLI6onvPj4snwEUjH9hU6SnMczHi5XqkmStHN5s2BOgOeJ9UPypf3Ph9Eg+1Vp595anYBGHviKciJl0zJDZcdEKEY5JJlWJCEktE+60NTUJx5IO57cluADrXSwGwj9fIUn6u+OmHhSDj1HV45XlbPeWPzPa0bKPbNj5oeRAp9OB7kRxyrA46Bwhwmgig81IVQwvSumPSIIVTrOjA7Bmj15ntSKBeukYF7rNC7QFGm0i/bQIbLQKSqhK1RBVUTRHXpET+jZuDdGxovxOi1NGT89O+gPjPdv+12lyA==</latexit>



R5GC,estimated = R5GC,CPU











Or they can be derived based on memory resource consumption only:
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<latexit sha1_base64="etIFQpAbNIevrMtN3mjNzCgwZ00=">AAACHHicbVC7SgNBFJ31GRMfUUubwShYSNhVUBshKIiVRDEPSEKYndwkQ2Z2l5nZQFj2Q2z8DFsLLRSxsRD8EK2dPAqTeGDgzDn3cu89bsCZ0rb9Zc3Mzs0vLCaWkqnlldW19PpGUfmhpFCgPvdl2SUKOPOgoJnmUA4kEOFyKLmd875f6oJUzPdudS+AmiAtjzUZJdpI9fThTT2qCqLbUkRXF/ugNDM/aMTxaTRuYQHCl704juvpjJ21B8DTxBmRTG7n++Gpm/rJ19Mf1YZPQwGeppwoVXHsQNciIjWjHOJkNVQQENohLagY6hEBqhYNjovxrlEauOlL8zyNB+rfjogIpXrCNZX9ZdWk1xf/8yqhbp7UIuYFoQaPDgc1Q461j/tJ4QaTQDXvGUKoZGZXTNtEEqpNnkkTgjN58jQpHmSdo6x9bdI4Q0Mk0BbaRnvIQccohy5RHhUQRXfoEb2gV+veerberPdh6Yw16tlEY7A+fwFN4qct</latexit>



RNF,estimated = RNF,memory
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<latexit sha1_base64="U/wU8eWuMVjoiy+VRHYXNmiV9HU=">AAACHnicbVDLSgMxFM3UV219VF26CVbBhZQZoepGKHahyyr2AW0pmfS2DU1mhiRTKMN8iRu/wr0ILhQRXOmH6Nq0daGtBwIn59zLvfe4AWdK2/aHlZibX1hcSi6n0iura+uZjc2K8kNJoUx97suaSxRw5kFZM82hFkggwuVQdfvFkV8dgFTM9671MICmIF2PdRgl2kitTP6qFTUE0T0povx58QCUZuYL7Tg+jaY8LED4chjHcSuTtXP2GHiWOD8kW9j9vHsYpL9Krcxbo+3TUICnKSdK1R070M2ISM0ohzjVCBUEhPZJF+qGekSAakbj82K8Z5Q27vjSPE/jsfq7IyJCqaFwTeVoWzXtjcT/vHqoOyfNiHlBqMGjk0GdkGPt41FWuM0kUM2HhhAqmdkV0x6RhGqTaMqE4EyfPEsqhznnKGdfmjTO0ARJtI120D5y0DEqoAtUQmVE0Q26R0/o2bq1Hq0X63VSmrB+erbQH1jv3zgbp5c=</latexit>



R5GC,estimated = R5GC,memory











Or they can be derived as the couple with two dimensions based on CPU resource consumption and memory resource consumption:
[image: image23.emf]


<latexit sha1_base64="QCDfLQkcvvMnIFFF7gSdnwrIdV4=">AAACPXicbVA9axtBEN1znMSW8qEkpZvDSiCFEHcukjQBEYNxZWSjL9AJsbeakxbv3h27cwJx7N9y4SZF/oE7d2lcJBh3tlvvSSoiKQ8W3r43w8y8MBVco+ddO1vPtp+/eLmzWyq/ev3mbeXd+45OMsWgzRKRqF5INQgeQxs5CuilCqgMBXTD88PC705BaZ7ELZylMJB0HPOIM4pWGlZaZ8M8kBQnSuYnRzXQyO0PRsZ8DwREGOSrBYfNtjG1VU2CTNTMmEDx8QQDUxpWql7dm8PdJP6SVBsf7y9+TcsPzWHlKhglLJMQIxNU677vpTjIqULOBJhSkGlIKTunY+hbGlMJepDPrzfuJ6uM3ChR9sXoztV/O3IqtZ7J0FYWO+t1rxD/5/UzjL4Nch6nGULMFoOiTLiYuEWU7ogrYChmllCmuN3VZROqKEMbeBGCv37yJukc1P0vde/UpvGDLLBD9sg++Ux88pU0yDFpkjZh5JL8Jn/IX+enc+PcOneL0i1n2fOBrMB5fAJxFbT0</latexit>



RNF,estimated = {RNF,CPU, RNF,memory}
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<latexit sha1_base64="MIU/s3K+izBTdzLRw7WmuHd16Ao=">AAACQHicbVC/TxsxGPUBLWnoj6OMXU6klTqg6A6pwIIUNQMdAyIJUi6KfM53iYV9d7K/ixSd/G916wL/ARszSwdQ1QEGJnxJBhr6JEvP771P/vyiTHCNvn/trKyuvXq9XnlT3Xj77v0Hd/NjR6e5YtBmqUjVWUQ1CJ5AGzkKOMsUUBkJ6EbnzdLvTkBpnianOM2gL+ko4TFnFK00cLsngyKUFMdKFt+OmjugkdsrDI05DAXEGBZLiWarbczOkihBpmpqTKj4aIyhqQ7cml/3Z/BekmBBao3P9z8vJxsPrYF7FQ5TlktIkAmqdS/wM+wXVCFnAkw1zDVklJ3TEfQsTagE3S9mBRjvi1WGXpwqexL0ZurziYJKracysslyab3sleL/vF6O8UG/4EmWIyRs/lCcCw9Tr2zTG3IFDMXUEsoUt7t6bEwVZWg7L0sIlr/8knR268Fe3T+2bXwnc1TIJ7JNvpKA7JMG+UFapE0Y+UVuyC25cy6c384f5+88uuIsZrbIP3AenwDr6LWT</latexit>



R5GC,estimated = {R5GC,CPU, R5GC,memory}











NOTE 4:  the estimation of the resource consumption of the NF and 5GC based on memory resource consumption only is for information only.

NOTE 5:  the estimation of the resource consumption of the NF and 5GC as the couple with two dimensions based on CPU resource consumption and memory resource consumption is for information only and a Euler distance between a vector with 2 dimensions and the origin can be used as metric for this estimation.   
4.2a.2.2
Potential solution #1 for UsefulOutput5GC 

4.2a.2.2.1
Introduction

This potential solution focuses on the definition of UsefulOuput5GC appeared in:

[image: image25.emf]


EE5GC,RC =
UsefulOutput5GC



ResourceConsumption5GC



<latexit sha1_base64="lj1uI82fIsgRyrizawBML3+XtkA=">AAACWHicbVFLS8NAEN7Ed31VPXpZLIIHKYko6kEQi+jNB1aFtoTNdmIX9xF2N0IJ+ZOCB/0rXtymUXwNLHzzzTfMzLdxypmxQfDq+ROTU9Mzs3O1+YXFpeX6yuqtUZmm0KaKK30fEwOcSWhbZjncpxqIiDncxY+tUf3uCbRhSt7YYQo9QR4kSxgl1lFRXXUFsQMt8tPTIso/k72zVrH9mVy3igIf4W6iCf1StA0kGb/IbJrZqNQXxVfxGsb7tZQ0mUjLSZUmqjeCZlAG/gvCCjRQFZdR/bnbVzQTIC3lxJhOGKS2lxNtGeVQ1LqZgZTQR/IAHQclEWB6eWlMgTcd08eJ0u5Ji0v2e0dOhDFDETvlaHXzuzYi/6t1Mpsc9HIm3fUg6XiQ8wNbhUcu4z7TQC0fOkCoZm5XTAfEGWjdX9ScCeHvk/+C251muNs8vNptHJ9UdsyidbSBtlCI9tExOkeXqI0oekHv3qQ35b35yJ/x58ZS36t61tCP8Fc/AF2Jt0I=</latexit>











For this proposed solution, it can be applied to both User Plane Function (UPF) and Control Plane network functions that constitute the 5GC. And it is assumed that the definition of the useful output for UPF and control plane network function are different.

4.2a.2.2.2
Description
The useful output of a 5GC NF is defined as the capacity of the 5GC NF, and depending on the different type of 5GC NFs, it may be:

· throughput (e.g. bps, pps) for data plane 5GC NF
· capacity (e.g. subscribers, sessions) for control plan 5GC NF. 
The UsefulOuput5GC is composed of the useful output of all the 5GC NF. Therefore, the UsefulOuput5GC can be divided into:

· UsefulOuput5GC, throughput, which can be further divided into:
- UsefulOuput5GC, bps
- UsefulOuput5GC, pps
· UsefulOutput5GC, capacity, which can be further divided into: 

- UsefulOutput5GC, subscribers
- UsefulOutput5GC, sessions
NOTE: Since each type of the useful output is one dimension used to describe the UsefulOuput5GC, when one or multiple types of useful output are used for calculation, such as the calculation of resource efficiency ratio, the calculation is made with respect to each type of useful output, i.e. the useful output of the same kind can be added together, while the useful output of different kinds cannot be added together.
In this proposed solution, the following network functions may be considered (see clause 4.2.2 of TS 23.501 [2]):
-
Authentication Server Function (AUSF):

-
Access and Mobility Management Function (AMF)

-
Unstructured Data Storage Function (UDSF)

-
Network Exposure Function (NEF)

-
Intermediate NEF (I-NEF)

-
Network Repository Function (NRF)

-
Network Slice Selection Function (NSSF)

-
Policy Control Function (PCF)

-
Session Management Function (SMF)

-
Unified Data Management (UDM)

-
Unified Data Repository (UDR)

-
User Plane Function (UPF)

-
UE radio Capability Management Function (UCMF)

-
Application Function (AF)

-
5G-Equipment Identity Register (5G-EIR)

-
Network Data Analytics Function (NWDAF)

-
CHarging Function (CHF).
Editor's Note:
The measurement of the useful output for the 5GC NF is FFS.
	End of changes
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