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1	Decision/action requested
The group is asked to discuss and agree on the proposal.
2	References
[1] 	3GPP TS 28.531 V16.7.0 Management and orchestration; Provisioning;
[2]	3GPP TS 28.541 V16.6.0 Management and orchestration; 5G Network Resource Model (NRM);
[3] 	3GPP TS 28.530 V16.3.0 Management and orchestration; Concepts, use cases and requirements; 
3	Rationale
This paper discuss some of the shortcomings of the current 3GPP SA5 specifications for network slice creation/orchestration and suggests some steps to remedy these. To be able to fully automate network slice creation and with interoperability, the specifications must expose a much higher degree of flexibility, i.e to not only have characteristics of the network slice as input. A set of proposals will be discussed to make the specifications more adaptable and usable in real deployments of network slicing.
 Note, that the proposals in this discussion paper does not add any changes to the Rel-16 slice definition [1], nor to the use of GSMA attributes. This discussion paper focus on the network slice orchestration but is also valid to network slice subnet. 

Background:
Network slices can in reality come in many shapes and forms. There are many potential use cases and potential business offerings leveraging slicing, some known and likely many unknown. Each such case can also be realized in multiple ways and need to be adapted to considerations related to deployment and operator processes. Due to this, the space of possible network slice types (with different functionality, different functional distribution and so on) quickly reaches the 1000s if not more. In reality there will be an evolutionary downselection to those that will really drive the business, but it is impossible to upfront do this selection, both in standardization as well as in realization, this would require a “crystal ball”.
Due to this, the only way to ensure that dead ends are avoided, is to equip the standards and solutions with flexibility, viewing the design/construction of the network slice types as a slice design process, as opposed to hard coding everything in standardization or in the vendors implementation.
Current SA5 specifications have focused on the characteristics of a network slice, defined in ServiceProfile and its mapping to a SliceProfile. Those characteristics aspects are essential, and thus nothing wrong per se. However, a real deployment of network slice management with automated network slice creation and with interoperability between Consumer and Producer, there is also a need to consider other aspects not yet taken into consideration in SA5, which is the subject of this discussion paper.

Observation 1: The ServiceProfile (and in similar ways the SliceProfile) should best be understood as “requirements”, i.e. what the service needs/requests. The service needs a particular coverage, latency etc. When selecting a network slice however, these needs must be matched against the actual capabilities of a network slice. Not all slices will be able to deliver low latency, slices will have different coverage etc. An actual network slice is defined and constrained by one set of capabilities. The current specifications lack clarity on how to semantically handle the ServiceProfile, i.e. is it just defining requirements, or is it also defining the actual network slice? Furthermore, no explicit modelling exists for the actual capabilitites of the NetworkSlice instance. The current ambiguity of the ServiceProfile leads to unnecessary discussions about “cardinality”.
Observation 2: The currently specified ServiceProfile parameters can only be interpreted as the “best current guess” of what would actually be required in the field to make network slicing work. To avoid long lead times of changing the standards, the specifications need to be equipped with more flexibility, i.e. the ability to add new parameters as needed together with their associated meta data. The current specifications are too rigidly bound to the specified parameters.
Observation 3: Real life deployments require other parameters to be exchanged related to the NetworkSlice instance in addition to the network slice capabilities. It ranges from basic things such as peer IP addresses to operational parameters, deployment specifics and policies for usage of resources. To cater for this, while keeping interoperability, there is a need to be able to extend the information models used across the interfaces “in the field” as opposed to standardizing everything (which is too slow). There is therefore a need to make the operations more flexible and model driven as opposed to rigidly specified.
Based on the above observations we make the following proposals:
Proposal 1: Based on observation 1, the specifications should make it unequivocally clear that the ServiceProfile represents the service requirements that are put on the NetworkSlice instance for a particular requested service (by a customer). It does not represent the actual NetworkSlice instance and its capabilities. With this clarification, there can be a 1: n relation between NetworkSlice and ServiceProfile, as one NetworkSlice can carry more than one service as long as these do not impose conflicting requirements.
[bookmark: _Hlk51832366]Proposal 2: Based on observation 1, the NetworkSlice gets a set of attributes representing the actual capabilitites of an allocated NetworkSlice instance, for instance the actual coverage of the NetworkSlice instance, or the minimum latency that it is capable of delivering. These parameters can be hosted by a <<dataType>>, e.g. called NetworkSliceCapabilities (see Figure below). 
Proposal 3: Based on observation 1, the procedures of TS 28.531 are updated to clarify that, as part of e.g. “AllocateNsi”, the provided ServiceProfile (the requirements) are to be compared/matched against the actual capabilitites (NetworkSliceCapabilities) of all the candidate NetworkSlice instances. If a NetworkSlice instance can be found e.g. with the right coverage and with good enough latency, it is eligible for allocation. In case not, a new NetworkSlice instance must be created that has the right capabilities to host the service.
Proposal 4: Based on observation 1, an evaluation needs to be done about what attributes should be part of ServiceProfile, NetworkSlice or both and their corresponding definitions. 
Proposal 5: Based on observations 2 and 3, both the NetworkSlice as well as ServiceProfile are made extendable in the sense that new attributes can be added. The operations (AllocateNsi) must be extendable to allow other parameters than those standardized to be managed in a standardized way.
Proposal 6: Related to observation 3 it is proposed that the meta data describing the additional data for ServiceProfile and NetworkSlice is made discoverable by the Consumer adding a new AdditionalDataSpec IOC (see Figure below). That opens for extendibility, yet in a way where multi-vendor interworking is fully supported. 
[image: ]
Figure: Shows the proposed addition with respect to networkSliceCapabilities and extendabilities of additionalServiceProfileDataList and additionalNetworkSliceDataList, described in “Detailed Proposal” below.
Note: Here we focus on network slice level, but similar changes shall be made on network slice subnet level.
[bookmark: _Hlk52357583]4	Detailed proposal
Based on the observations and proposals we ask for endorsement of the following:
1. From proposal3: the “allocateNsi” procedures of TS 28.531 are updated to clarify that, as part of e.g. “allocateNsi”, the provided ServiceProfile (the requirements) are to be compared/matched against the actual capabilitites of all the candidate NetworkSlice instances.

[bookmark: _GoBack]The S5-205372 holds the related text updates to TS 28.531.
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