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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

In the present document, modal verbs have the following meanings:

shall

indicates a mandatory requirement to do something

shall not
indicates an interdiction (prohibition) to do something

The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.

The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.

should

indicates a recommendation to do something

should not
indicates a recommendation not to do something

may

indicates permission to do something

need not
indicates permission not to do something

The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.

can

indicates that something is possible

cannot

indicates that something is impossible

The constructions "can" and "cannot" are not substitutes for "may" and "need not".

will

indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document

will not

indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document

might
indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document

might not
indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document

In addition:

is
(or any other verb in the indicative mood) indicates a statement of fact

is not
(or any other negative verb in the indicative mood) indicates a statement of fact

The constructions "is" and "is not" do not indicate requirements.

Introduction

1
Scope

The present document studies the potential use cases, requirements and solutions for the management of edge computing architecture and requirement defined by SA6 [2] and SA2[4]. The document provides conclusions and recommendations on the next steps in the standardization.
2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".

[2]
3GPP TS 23.558 “Architecture for enabling Edge Applications”.
[3]
3GPP TR 23.758 “Study on application architecture for enabling Edge”.

[4]

3GPP TS 23.501 “System architecture for the 5G System (5GS)”.

[5]




3GPP TS 28.531 “Management and orchestration; Provisioning”.

[6]
ETSI GS NFV-IFA 011 V3.3.1 “Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; VNF Descriptor and Packaging Specification”.
[7]
ETSI GS NFV-IFA 013 V3.4.1 “Network Functions Virtualisation (NFV) Release 3; Management and Orchestration; Os-Ma-nfvo reference point -Interface and Information Model Specification”.
3
Definitions of terms, symbols and abbreviations

3.1
Terms

For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

Note: Definition defined in [2] shall apply.
3.2
Symbols

For the purposes of the present document, the following symbols apply:

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Note: Abbreviations defined in [2] shall apply.

4
Concepts and overview
Editor’s note: this clause is to describe the concepts and overview of the edge computing management. 
4.1
Concept of edge computing management
Figure 4.1-1 shows the roles and relationship of service providers involved in the deployment of edge computing services (see annex B in TS 23.558 [1]). The application service provider (ASP) is responsible for the creation of edge application servers (EAS) and application clients (AC). The edge computing service provider (ECSP) is responsible for the deployment of edge data networks (EDN) that contain EAS and edge enable server (EES) that provides the configuration information to edge enabler client (EEC), enabling AC to exchange application data traffic with the EAS. PLMN operator is responsible for the deployment of 5G network functions, such as 5GC and 5G NR.

The ASP can have service agreement with one or more ECSP(s) and may request the ECSP to deploy one or more EAS in the EDN. Upon receipt of ASP’s request, the ECSP should deploy the EAS(s), and then register the EAS(s) to the EES in the EDN. The ECSP can have service agreement with one or more PLMN operators and may request the PLMN operators to connect EAS and EES with 5GC network functions. The edge configuration server (ECS) may reside in PLMN operator or ECSP, and provide functions needed for the edge enabler client (EEC) to connect with an EES (see clause 6.3.4 in [1]).
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Figure 4.1-1: Relationship of service providers in the edge computing network deployment
Figure 4.1-2 depicts an example of edge computing networks, where the mobile networks are connected to 2 EDNs that each contains 2 EASs. In the EDN #1, the EAS(s) are connected to the UPF via the N6 interface to carry the applications data traffic, while EAS(s) and EES are connected to the PCF via the N5 / Edge-7 / Edge-2 interfaces (see TS 23.501 [4], and the definition of Edge 2 and 7 in TS 23.558 [2], where the EES acting as a trusted AF in 5GC), on which information can be sent to SMF to influence traffic routing. In the EDN #2, EAS(s) and EES are connected to NEF via the N33 / Edge-7 / Edge-2 interfaces (see TS 23.501 [4], where the N33 is the reference point between NEF and AF), on which information can be sent to SMF via PCF to influence traffic routing that supports the traffic management in TS 23.558. The ECS residing in the mobile networks is connected to NEF in the mobile networks via N33 / Edge-8 interface and EES via Edge-6 interfaces.
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Figure 4.1-2: Edge computing networks
5.
Management Aspect of Edge

An architecture for enabling edge service is defined in TS 23.558[2]. The architecture includes various edge components and interfaces working together to enable edge services. EAS, EES and ECS, as defined in [2], are considered to be edge components deployed in a 3GPP network as 3GPP Network Functions.

The management aspect of edge includes (not limited to) the following:

· Lifecyle management of EDN as a 3GPP Local Data Network.

· Lifecycle management of edge components including EAS, EES and ECS.

· Performance Assurance of edge components components including EAS, EES and ECS.

· Fault Supervision of edge components including EAS, EES and ECS.

· Virtual resource management for edge components including EAS, EES and ECS.

EDN capability management including the type and capabilities of EAS(s) available in the EDN.
6
Use cases and potential requirements
6.1
Business level use cases
Editor’s note: this clause is to describe the use cases associated with various services providers.
6.1.1
The deployment of edge application server(s)
6.1.1.1
Goal
The goal is to enable the ASP to instantiate or terminate one or more EAS on the EDN (see clause 6.5.2.5 TS 23.558 [1]). It is assumed that the ECSP and the PLMN operator can be part of the same organization.
6.1.1.1.2
Description

6.1.1.1.2.1
EAS Instantiation
1.
The ASP requests the ECSP to instantiate one or more EAS with deployment requirements.
2.
 The ECSP selects the EDN to host the EAS, based on the deployment requirements.

3.
 The ECSP instantiate the EAS at the EDN that meets the deployment requirements.

4.
 The ECSP notifies the ASP that the EAS has been instantiated successfully. 
6.1.1.1.2.2
EAS termination
1.
The ASP requests the ECSP to terminate one or more EAS(s) with the EAS identifier(s).
2.
The ECSP terminates the EAS(s) based on the identifier at the EDN.

3.
The ECSP notifies the ASP that the EAS(s) has been terminated successfully.

6.1.2
The deployment of edge enabler server(s) 

6.1.2.1
Goal
The goal is to enable the instantiation and termination of one or more EES(s) on the EDN (see clause 6.5.2.4 in TS 23.558 [2]). It is assumed that the ECSP and the PLMN operator can be part of the same organization.
6.1.2.1.2
Description

6.1.2.1.2.1
EES Instantiation

1.
The ECSP received a request to instantiate one or more EES(s) with deployment requirements.

2.
 The ECSP selects EDN to host the EES. 

3.
The ECSP instantiate the EES(s).

4.
 The ECSP sends a notification to indicate that the EES(s) have been instantiated successfully. 

6.1.2.1.2.2
EES termination

1.
The ECSP received a request to terminate one or more EES(s) with the EES identifier(s). 

2.
The ECSP terminates the EES(s), based on the EES identifier(s).

3. 
 The ECSP sends a notification to indicate that the EES(s) have been terminated successfully.

6.1.3
The deployment of edge configuration server(s)

6.1.3.1
Goal
The goal is to enable the instantiation of one or more ECS in PLMN operator (see clause 6.5.2.3 in TS 23.558 [2]). 
6.1.3.1.2
Description

6.1.3.1.2.1
ECS instantiation
1.
The PLMN operator receives a request to instantiate one or more ECS.

2.
 The PLMN operator instantiates the ECS.

3.
 The PLMN operator sends a notification to indicate that the ECS has been instantiateed successfully. 
6.1.3.1.2.2
ECS termination
1.
The PLMN operator receives a request to termination one or more ECS with the ECS identifier.  
2.
The PLMN operator terminates the ECS based on the ECS identifier.

3.
 The PLMN operator sends a notification to indicate that the ECS has been terminated successfully.
Note: The above use case also applies when the ECS is to be deployed by ECSP.
6.2
Specification level use cases and requirements
Editor’s note: this clause is to describe the use cases and requirements associated with the management services to support orchestration and management of edge computing.
6.2.1
EAS Instantiation
6.2.1.1
Goal
The goal is to enable the ASP to request for instantiation of the EAS(s) in a particular EDN, or in a set of EDNs, as per the EAS requirements.
6.2.1.2
Description

The lifecycle management of edge components is considered to be a crucial management aspect. SA6 has defined EAS as the application server resident in the Edge Data Network, performing the server functions. This use case pertains to the case when the EAS is to be deployed on the operators EDN being managed by the operator’s management system. The lifecycle of EAS (instantiation, termination, scaling, etc) need to be managed. Further, there can be multiple Edge Data Network (EDN) present/serving a particular edge location. The implication is that a UE in a particular location can be served by multiple EDNs. A restriction is that an EAS deployed in a particular EDN can only be available to UEs connecting to the same EDN. This makes it critical for application service provider to have their EAS deployed at appropriate EDN(s). This use case enables deployment of an EAS in a particular EDN, or in a set of EDNs, as per the EAS requirements.
1.
A consumer request for EAS(s) instantiation providing EAS requirements including (not limited to) deployment requirements, QoS requirements, service areas.
2.
The 3GPP management system determines in which EDN the EAS(s) will be deployed, based on the deployment requirements. For example, the selection of EDN in which the EAS(s) will be instantiated may be determined by the QoS and service areas requirements.
3.
The 3GPP management system interacts with ETSI NFV MANO to perform the following operations:

- Instantiate the EAS VNF(s).

- Connect the EAS(s) to the EES.

- Connect the EAS(s) to the 5GC network functions.

Note: Connecting EAS with 5GC network function will enable information exchange over appropriate interfaces (e.g N6, EDGE-7).

4.
The 3GPP management system notifies the consumer that the EAS(s) has been instantiated successfully. 

6.2.1.2
Requirements

REQ-EAS-DEPLOY-FUN-1: 3GPP management service producer should have the capability to instantiate the EAS, as per request from consumers.

REQ-EAS-DEPLOY-FUN-2: 3GPP management service producer should have the capability to deploy EAS at a suitable EDN which can support the EAS requirements e.g serving location, required latency, affinity/anti-affinity with other EAS, service continuity.
REQ-EAS-DEPLOY-FUN-3: 3GPP management service producer should have the capability to send the notification indicating the status of EAS instantiation.
6.2.2
EAS Termination
6.2.2.1
Goal
The goal is to enable the ASP to request for termination of the EAS(s) in a particular EDN.
6.2.2.2
Description

1. A consumer consumes the management service of 3GPP management system to terminate the EAS with the EAS identifier(s). 

2. The 3GPP management system terminates the EAS VNF(s) based on the EAS identifier(s), and disconnects the EAS from the 5GC network functions. 

3. The 3GPP management system notifies the consumer that the EAS(s) has been terminated successfully.
6.2.2.2
Requirements

REQ-EAS-DEPLOY-FUN-1: 3GPP management service producer should have the capability to terminate the EAS with the EAS identifier, as per request from consumers.

REQ-EAS-DEPLOY-FUN-2: 3GPP management service producer should have the capability to send the notification indicating the status of EAS termination.
6.2.3
EES Instantiation 

6.2.3.1
Goal
The goal is to enable the instantiation of one or more EES(s) on the EDN (see clause 6.5.2.4 in TS 23.558 [2]).

6.2.3.2
Description
An operator would like to deploy its EDN as local data network. It starts with defining the serving location and constituent edge entities (EAS and EES) for each EDN. The 3GPP management system is requested to instantiate the required entities, as 3GPP network functions, aiming to server the particular location. The instantiated EES may server one or multiple EAS.
1.
A consumer request for EES(s) instantiation providing EES deployment requirements.
2.
The 3GPP management system determines the EDN where the EES(s) will be instantiated.
3.
The 3GPP management system performs the following operations to instantiate the EES:

-
Instantiate the EES VNF(s).

-
Connect the EES(s) to the 5GC network functions.

Note: Connecting EES with 5GC network function will enable information exchange over appropriate interfaces (e.g N6, EDGE-7).

4.  The 3GPP management system sends a notification to indicate that the EES(s) have been instantiated successfully. 

6.2.3.3
Requirements
REQ-EAS-DEPLOY-FUN-1: 3GPP management service producer should have the capability to instantiate the EES, as per request from consumers.
REQ-EES-DEPLOY-FUN-2: 3GPP management service producer should have the capability to send the notification indicating the status of EES instantiation.

REQ-EES-DEPLOY-FUN-3: 3GPP management system producer should have the capability to relate instantiated EES with one or multiple EAS which it will be serving.
6.2.4
EES Termination 

6.2.4.1
Goal
The goal is to enable the termination of one or more EES(s) on the EDN (see clause 6.5.2.4 in TS 23.558 [2]).

6.2.4.2
Description
1. A consumer consumes the management service of 3GPP management system to terminate the EES with the EES identifier.


2. The 3GPP management system terminates the EES VNF based on the EES identifier, and disconnects the EES from the 5GC network functions. 

3. The 3GPP management system sends a notification to indicate that the EES has been terminated successfully.

6.2.4.3
Requirements
REQ-EES-DEPLOY-FUN-1 3GPP management service producer should have the capability to terminate the EES with the EES identifier, as per request from consumers
REQ-EES-DEPLOY-FUN-2 3GPP management service producer should have the capability to send the notification indicating the status of EES termination.

6.2.5
ECS Instantiation

6.2.5.1
Goal
The goal is to enable the instantiation of one or more ECS in PLMN operator (see clasue 6.5.2.3 in TS 23.558 [2]).
6.2.5.2
Description

To support deploted EDN, PMN operator will deploy ECS serving one or multiple EES.
1.
A consumer request for EES(s) instantiation providing EES deployment requirements.
2.
The PLMN management system performs the following operations to instantiate the ECS:

-
Instantiate the ECS VNF.

-
Connect the ECS to the 5GC network functions.

Note: Note: Connecting ECS with 5GC network function will enable information exchange over EDGE-8.

3.
The PLMN management system sends a notification to indicate that the ECS has been instantiateed successfully. 

6.2.5.3
Requirements

REQ-ECS-DEPLOY-FUN-1 3GPP management service producer shall have the capability to instantiate the ECS, as per request from consumers.
REQ-ECS-DEPLOY-FUN-2 3GPP management service producer shall have the capability to send the notification indicating the status of ECS Instantiation.

REQ-ECS-DEPLOY-FUN-3: The 3GPP management producer system shall have the capability to relate instantiated ECS with one or multiple EES which it will be serving.

6.2.6
ECS Termination

6.2.6.1
Goal
The goal is to enable the termination of one or more ECS in PLMN operator (see clasue 6.5.2.3 in TS 23.558 [2]).
6.2.6.2
Description

1. A consumer consumes the management service of PLMN management system to terminate the ECS with the ECS identifier. 

2. The PLMN management system terminates the ECS VNF based on the ECS identifier, and disconnects the ECS from the 5GC network functions. 

3. The PLMN management system sends a notification to indicate that the ECS has been terminated successfully.

6.2.6.3
Requirements

REQ-ECS-DEPLOY-FUN-1 3GPP management service producer shall have the capability to terminate the ECS with the ECS identifier, as per request from consumers.

REQ-ECS-DEPLOY-FUN-2 3GPP management service producer shall have the capability to send the notification indicating the status of EAS termination.
6.2.7
EAS profile configuration
6.2.7.1
Goal
In the EAS registration procedure (see clause 8.4.3.2.1 in TS 28.558 [2]), the EAS sends a registration request with the EAS profile to the EES. Some information elements in the EAS profile may need to be be configured by OAM. The goal of this use case is to enable consumers to configure the information related to EAS profile in EASFunction MOI(s).

6.2.7.2
Pre-condition

- The EAS VNF instance has been instantiated, and the MOI(s) representing the EAS VNF instance have been created.

- The EAS VNF MOI contains the EAS profile information

6.2.7.3
Description

1.
A consumer requests the 3GPP management system to configure the EAS profile attributes.

2.
The 3GPP management system configures the attributes in the EASFunction MOI(s).

3.
The 3GPP management system sends an attribute change notification to the the consumer. 

6.2.7.4
Requirements

REQ-EAS-CONFIG-FUN-1: The provisioning service producer should have the capability allowing authorized consumer to configure the EAS profile attributes in the EASFunction MOI(s).

REQ-EAS-CONFIG-FUN-2: The provisioning service producer should have the capability to send a notification to the consumer, indicating that the attributes have been changed.

6.2.8
Edge Performance Assurance
6.2.8.1
Goal
The goal is to measure the performance of the edge components including EES and ECS and enable corrective actions in case of performance degradation.
6.2.8.2
Description

Performance assurance of edge components need to be provided by the management system. EES are considered to be deployed in the operator (e.g ECSP, PLMN operator) premises at the edge of the network whereas ECS is considered to be deployed at a central location serving multiple EES. This use case aims to provide provisions for performance assurance of EES and ECS.

As part of performance evaluation, various edge related performance measurements are collected, based on which the performance assurance is enabled.

6.2.8.4
Requirements

REQ-EDGE-PER-FUN-1: The 3GPP management service producer shall have the capability to provide EES performance assurance based on various edge related performance measurements e.g virtual resource utilization, successful EAS and EEC registration, successful EES service API consumption, successful EAS discovery and successful EEC subscription.
REQ-EDGE-PER-FUN-2: The 3GPP management service producer shall have the capability to provide ECS performance assurance based on various edge related performance measurements e.g virtual resource utilization, successful service provisioning, successful EES registration and successful EEC subscriptions
7
Potential solutions
Editor’s note: this clause is to describe the potential solutions to support orchestration and management of edge computing.
7.1
EAS lifecycle management using LCM MnS 
7.1.1
General

This subclause provides potential solutions for use case of the deployment of edge application server(s) (see subclause 6.1.1and 6.2.1). It focuses on the management services provided by ESCP to support EAS lifecycle management. 
One key issue on the EAS LCM is that PLMN operators may not disclose information related to the mobile networks to the 3rd party operators (e.g. ECSP). Without such information, ASP is not able to determine where EAS VNF shoudle be instantiated to meet the end-to-end QoS requirements required by the EAS. Therefore, ASP needs send a request to ECSP with attributes, such as the service area. the geographical service area that the EAS serves (see clasue 8.2.4 in [2]), EAS software image, and QoS requirements (e.g. end-to-end latency, …), … etc. ECSP will decide how many EAS instances, and where the EAS instances should be deployed that can serve the UEs in the service area while meeting the QoS requirements. Then, ECSP communicates with ETSI NFV MANO [y] to perform EAS LCM.

Editor’s NOTE: The LCM MnS based solution is based on specific operation for LCM rather than NRM based approach (CRUD+IOCs) that is used in the provisioning MnS based solution.

7.1.2
Solution #1 – EAS lifecycle management with LCM MnS
Figure 7.1.2-1 shows that the ASP requests the EAS lifecycle management via the LCM MnS.
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Figure 7.1.2-1: EAS lifecycle management via LCM MnS 
7.1.2.1
EAS instantiation
ASP consumes the LCM MnS with operation instantiateEasReq to request the ECSP management system to instantiate the EAS, with the EAS LCM IE that includes (but not limited to) the following attributes:

-  Service area: the geographical service area that the EAS serves (see clause 8.2.4 in [2]).

-  EAS VNF IE: The information needed to instantiate the EAS VNF.

-  Software image information (see clause 7.1.6.5 in in ETSI NFV IFA-011 [6])

-  Software image location: the file location where the software image can be downloaded.

-  Minimum RAM: The minimal RAM requirement for the software image

-  Minimum disk: The minimal disk requirement for the software image
-  Virtual compute resources: 

-  Virtual CPU (see clause 7.1.9.2.3 in ETSI NFV IFA-011 [6])

-  Virtual memory (see clause 7.1.9.3.2 in ETSI NFV IFA-011 [6])

-  Virtual disk (see clause 7.1.9.4.3 in ETSI NFV IFA-011 [6])

-  QoS requirements: e.g. bandwidth, latency of the end-to-end connection.

ECSP management system sends an instantiateEasResp to notify ASP that the EAS instantiation is in progress.

ECSP management system determines to instantiate an EAS instances, based on the EAS LCM IE (e.g. service area).

ECSP management system downloads the EAS VNF software image from the software image location, and requests NFVO via the Os-Ma-nfvo interface [6] to instantiate EAS VNF instance.

ECSP management system sends instantiateEasResp to notify ASP that EAS VNF instance has been instantiated.

The ECSP management system creates the following MOIs:

-  EAS VNF MOIs contain the following, but not limited to, attributes:



-  EAS LCM ID: indicates the EAS LCM IE associated with the EAS instances.



-  EAS VNF instance ID: the identifier of EAS VNF instance.



-  EAS profile information elements (see clause 8.2.4 in [2]).

ECSP management system sends notifyMOICreation to notify the consumer (ECSP) that EAS VNF MOIs have been created.

NOTE: It is assumed that ASP and ECSP consumers have subscribed to receive notifications from ECSP management system.

7.1.2.2
EAS termination
ASP consumes the LCM MnS with operation terminateEasReq to ECSP management system to terminate the EAS including (but not limited to) the following attributes:

-  EAS instance identifiers: the identifier of EAS VNF instance(s) to be terminated. 

ECSP management system sends a terminateEasResp to notify ASP that the EAS termination is in progress.

ECSP management system performs the following operations to terminate EAS instances; 
-  requests NFVO to terminate the VNF instances identified by the EAS instance ID.

-  sends a terminateEasResp to notify ASP that the requested EAS instances have been terminated.

-  deletes the EAS VNF MOIs.

-  sends notifyMOIDeletion to notify the consumer (ECSP) that EAS VNF MOIs have been deleted.

NOTE: It is assumed that ASP and ECSP consumers have subscribed to receive notifications from ECSP management system.

7.2 

EAS Deployment using provisioning MnS
7.2.1
General

Figure 7.2.1-1 shows that the ASP requests the EAS instantiation via the provisioning MnS.
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Figure 7.2.1-1: EAS lifecycle management via provisioning MnS
To support EAS deployment via provisioning MnS, the following IOCs should be defined:


-  EASLcm IOC that contains the requirement for EAS deployment:
-  EASLcm IOC ID: the identifier of the EASLcm IOC.

-  Service area: the geographical service area that the EAS serves (see clause 8.2.4 in [2]), for example geolocation (longitude, latitude); access network defined (e.g. Cell IDs, Tracking Areas); network defined (e.g. a specific EDN(s)), civic address.

-  EAS VNF information: The information needed to instantiate the EAS VNF.

-  Software image information including location, minimum RAM and disk requirements for the software image. (see clause 7.1.6.5 in in ETSI NFV IFA-011 [6])

-  Virtual compute resources including virtual CPU, virtual memory and virtual disk

-  QoS requirements: e.g. bandwidth.  
- Affinity/Anti-affinity: The affinity and ant-affinity requirements for the EAS with other existing EAS on the target EDN.
- 3GPP network capability exposure: Whether 3GPP network capabilities (e.g. access to traffic influence, UE location capabilities) are required from the EDN. 
- Service continuity support: Whether the service continuity (i.e. user context transfer for stateful applications) is supported among different instances of EAS deployed in the same or different EDNs.

-  EASFunction IOC that contains the following, but not limited to, attributes:





-  EASLcm IOC ID: the identifier of EASLcm IOC.




-  EASFunction IOC ID: the identifier of EAS VNF instance




-  EAS profile information elements (see clause 8.2.4 in [2]).

7.2.2
EAS instantiation
The following procedures creates/instantiate EAS including selecting appropriate EDN to be used. The procedure is used by ASP (Application Service Provider, see TS 23.558) to host their application on an available EDN.
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Figure 7.2.2-1: EAS instantiation via provisioning MnS
Note: The Provisioning MnS is exposed by the management system of entity responsible for EAS lifecycle management e.g ECSP management system.

1. ASP consumes the provisioning MnS and invoke operation createMOI for EASLcm IOC to request the provisioning MnS Producer to instantiate the EAS.

2. Provisioning MnS Producer selects the appropriate EDN (or set of EDNs) based on the EAS requirements provided in the request. The EDN can be selected either by considering the individual requirement or by grouping the multiple requirement as single selection criteria. When the grouping is used all the requirement specified as part of a group should be satisfied. Following are examples of various grouped selection criteria:

· Latency and Cost can be combined as one selection criteria influencing the selection as in what latency can be assured in what cost.

· Geo-location and Latency can be combined as one selection criteria influencing the selection as in at what location the requested latency can be provided depending on the target geographical area.

· Affinity/Anti-affinity and Cost can be combined as one selection criteria influencing the selection as in what cost will be incurred to satisfy Affinity/Anti-affinity with a particular existing Edge Application.
3. Provisioning MnS Producer selects the appropriate EES if available in the selected EDN based on the information provided in the request.
4. ECSP Management System derives the requirements for VNF instance based on the EAS requirements.
5. ECSP Management System requests NFVO via the Os-Ma-nfvo interface to instantiate EAS VNF instances.
6. Provisioning MnS Producer creates the MOI for EASFunction IOC. 
7. Provisioning MnS Producer sends notifyMOICreation to notify ASP about the newly created MOIs for EASLcm IOC and EASFunction IOC.

8. Provisioning MnS Producer sends notifyMOICreation to notify the consumer (ECSP) that MOIs for EASLcm IOC and EASFunction IOC have been created.
 NOTE: It is assumed that ASP and ECSP consumer have subscribed to receive notification from ECSP management system.

7.2.3
EAS termination
ASP consumes the provisioning MnS with operation deleteMOI to request the Provisioning MnS Producer to terminate the EAS instance(s), including (but not limited to) the following attributes:

-  EAS VNF instance ID: the identifier of MOIs for EASFunction IOC indicating the EAS VNF instance(s) to be terminated.

ECSP management system will perform the following; 
-  requests NFVO to terminate the VNF instances based on the EAS VNF instance ID.

-  deletes MOIs for EASFunction IOC.

- sends notifyMOIDeletion to notify the ASP that MOI for EASFunction IOC has been deleted.

- sends notifyMOIDeletion to notify the consumer (ECSP) that MOI for EASFunction IOC has been deleted.

NOTE: It is assumed that ASP and ECSP consumer have subscribed to receive notification from ECSP management system.
8
Conclusions and recommendations

Annex A (informative): Deployment model

Several entities are envolved in an edge computing ecosystem as defined in SA6 including ASP (Application Service Provider), ECSP (Edge Computing Service Provider), PLMN Operator etc. The application service provider consumes the edge services (e.g. infrastructure, platform) provided by the edge computing service provider (ECSP). As per the architecture defined in TS 23.558 there can be multiple deployment variations. While some of the deployment model are very well in-scope of this document, some falls out of the scope. The following figures captures various deployment model pertaining to EAS, EES and ECS management.
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In the above figure “Provided by” imply that the functionality is created by a particular entity. Whereas, “Managed by” imply that the LCM, PA and FS of the functionality is done by a particular entity.
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