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1
Decision/action requested

Discuss and agree the content.
2
References

None.
3
Rationale

This document shall capture issues and the modifications agreed to be implemented in existing and new specifications for adressing these issues. The intention is to produce a living document that evolves over time, and to implement the required changes in existing TS only when the work is completed.
It is propopsed to use the pCR process for this document.

For changes to existing TS the Draft CR process shall be used.
4
Detailed proposal

4.1
Issues related to performance metric production and reporting
Issue: Simplified performance metric and Trace/MDT job control

Data consumers should be able to request performance metrics and Trace/MDT data as easy as possible. What is considered as easy depends much on which metrics they want to have in which area of interest.
The PerfMetricJob should be extended with controls allowing to specify areas of interest, like the possibility to request jobs in a certain TA or geo-area, see REQ-PERF_FUN_2.
Trace/MDT job control should be simplified by providing control profiles for trace job control and immediate MDT job control and logged MDT job control, see REQ-PERF_FUN_3.
Issue: Coordination of performance metric production requests and jobs
Multiple MnS consumers can request the same performance metrics to be produced. Requested granularity periods may be identical or different. Not all nodes may support any number of performance metric jobs or have the capability to coordinate and align multiple requests for the same performance metric.
For that reason, it should be evaluated if and how some MF can be realized that coordinates metric production requests, thereby controlling the number of production jobs on network nodes itself.

It is possible to implement a Data Collection and Coordination (DCC) MnF using existing standards. This might not be obvious though. Therefore, it is proposed to introduce a new TS with a description how that can be done including the deployment scenario and detailed procedures. This new TS shall inlude other example MnFs and procedures as well, see Tdoc S5-205198 for a first description how this could look like for a DCC MnF and AGREEMENT_1 below.
Issue: Coordination of performance metricr reporting requests and jobs

Currently performance metric production and reporting are linked in the "PerfMetricJob" object. Each production job can report the produced metrics to one destination only. However, it is expected that in a typical deployment scenario the produced metrics need to be reported to multiple destinations. Not all nodes may support any number of performance metric jobs or have the capability to coordinate and align multiple requests for the same performance metric.
For that reason, it should be evaluated if and how some MF can be realized that coordinates metric reporting requests, thereby controlling the number of production and reporting jobs on network nodes itself.

Issue: Scheduling of performance metric production jobs
Scheduling of performance metric production jobs can be done by a MnS producer or a MnS consumer. SA5 has typically no scheduling functionality on the MnS producer, in contrast for example to the ITU-T X.7xx series, that features a scheduling package that can be included in IOC definitions.
For that reason, it should be evaluated if and how scheduling can be added to MnS producers.
Issue: Retrieval of historical performance metrics

The "PerfMetricJob" is for managing metric production jobs and metric reporting methods. The produced metrics are not stored on the MnS producer but shipped away more or less immediately with streams or files. However, for AI/ML purposes also historical data is required. Historical data cannot be retrieved in standardized fashion today.
For that reason, a NRM fragment for retrieving historical performance metrics shall be standardized, see REQ-PERF_FUN_1.
Issue: Discovery of performance metrics
MnS consumers wishing to consume certain performance metrics from certain network nodes need to know where to get that information. In principle that information is avalable for many (or all?) use cases from the NRMs. Prior to retrieving that information MnS consumers need to know the URIs of the NRMs. It migt be quite cumbersome to get the information about where measurements are available in several steps.
For that reason, it should be evaluated if some "proxy" MnS might help MnS consumers in discovering MnS producers where performance metrics can be retrieved.
Issue: Performance metric reporting methods
The stream- and file-based reporting methods available in Rel-16 are push methods. It should be evaluated if pull methods should be added or supersede existing push methods.
Issue: Rules for alerts/alarms

Rel-16 has a threshold monitor for performance metrics. It should be evaluated if this monitor should be extended with other rules for generating alerts/alarms.
Issue: Access to performance metrics by third parties and verticals
Third parties and verticals may retrieve performance metrics. This may involve access control and authorisatipon. 

Issue: Monitors on performance metrics and production of these performance metrics
In Rel-16 is is not clear if the creation of a monitor on a certain performance metric will trigger the creation of a performance metric job to produce that metric or not.
For that reason, the relation between monitors on produced metrics and jobs for metric production should be revisited and clarified.

Issue: KPIs

Producing a KPI typically requires some measurements to be produced. The measurement type and associated IOC are specified in TS 28.552. However, the related MOIs need to be known as well.

It should be investigated, if the Rel-16 NRMs are good enough to determine these MOIs.

Issue: Performance metrics on "EP_RP" and "Link" objects
The objects "PerfMetricJob" and "Thresholdmonitor" cannot be name contained under "Link" and "EP_RP" objects. However, some measurements are produced on end point objects. An easy fix is to simply allow objects "PerfMetricJob" and "Thresholdmonitor" to be name contained under "EP_RP", and potentially also "Link".
Issue: Alarm concept simplification

There are nine different alarm notification types, and two notification types for reparting a loss in confidence in the integrity of the alarm list and regaining confidence in the integrity of the alarm list.

Besides that, the current alarm concept allows to add comments to alarms and to acknowledge/unacknowledge them. These concepts are not really used in real life.

The alarm concept should be simplified:

· Remove the capability to add comments.

· Remove the capability to acknowledge/unacknowledge alarms

· Reduce the number of alarm notifications to three basic types:

· notifyNewAlarm

· notifyChamgedAlarm

· notifyClearedAlarm

See REQ-FAULT_FUN_1, REQ-FAULT_FUN_2, REQ-FAULT_FUN_2

Issue: Alarm list aligment
A MnS producer may lose confidence in the integrity of its alam list. A loss of confidence is reported with a notification to MnS consumers. When the MnS producer regains confidence in the integrity of its alarm list, this is reported with a notification as well. When the MnS consumer wants to synchronize its alarm list now with the alarm list maintained by the MnS producer, he needs to use the operation getAlarmList.

Based on this concept alarm synchronisation is not possible in many deployment scenarios:

· A MnS consumer may have only the capability to receive notifications and may not be able to handle operation requests and responses.

· A MnS producer have only the capability to send notifications and may not be able to handle operation requests and responses.

· A MnS consumer, though being able to handle operation requests and responses, may be shielded from accessing the MnS producer directly. This might for example be the case when alarm notifications are dispatched via a message bus, or when the MnS consumer is not allowed to access the MnS producer.

For that reason, alarm synchronisation shall be also possible using notifications only, see REQ-FAULT_FUN_4.

4.2
Requirements proposed to be agreed at SA5#133
The following requirements are proposed for agreement:
[REQ-FAULT_FUN_1] A MnS producer maintaining an alarm list shall have the capability to report alarms with three basic notification types for new alarms, changed alarms and cleared alarms.

[REQ-FAULT_FUN_2] A MnS producer maintaining an alarm list shall not have the capability to satisfy requests for adding comments to an alarm. Note: Negative requirements will not be copied into any TS.
[REQ-FAULT_FUN_3] A MnS producer maintaining an alarm list shall not have the capability to satisfy requests for acknowledging and unacknowledging alarms. Note: Negative requirements will not be copied into any TS.
[REQ-FAULT_FUN_4] A MnS producer maintaining an alarm list shall have the capability to send the alarm information in the alarm list using notifications once the MnS producer regains confidence in its alarm list after confidence in the integrity has been lost previously.

[REQ-PERF_FUN_1] The NRM definitions shall support the retrieval of historical performance metrics (measurements, KPIs) and Trace/MDT data. 
[REQ-PERF_FUN_2] The PM conrol NRM fragment shall support creating performance metric production jobs for tracking areas.

[REQ-PERF_FUN_3] The Trace conrol NRM fragment shall support dedicated control objects for trace, immediate MDT and logged MDT.
The following other issues are proposed for agreement:

[AGREEMENT_1] A new TS with informative MnFs and procedures shall be introduced. The procedures shall be described using stage 3 artifacts.
4.3
Agreed requirements from previous meetings

None at SA5#133. 
4.4
Possible solutions
See draft CRs for TS 28.622 and TS 32.532.
