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1
Decision/action requested

The group is asked to discuss and approve the proposals.
2
References
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3
Rationale
This contribution proposes to add the solutions for the EDN deployment to TR 28.814 [1].
4
Detailed proposal
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7
Potential solutions
Editor’s note: this clause is to describe the potential solution to support orchestration and management of edge computing.
7.x
The deployment of UPFs and EDN NFs 
7.x.1
General

Figure 7.x.1-1 shows an example of implementing the edge computing network as described in Figure 4.x-2, in the virtualization environment, based on ETSI NFV MANO [y]. While it is possible to implement the entire edge computing networks in a NS (Network Service) in NFV, this approach may not be scalable, as the tightly coupled networks prevent the EDN from scaling. For example, an EDN may want to adjust the virtualized resources of the EDN according to the demand (e.g. the number of EAS running on an EDN) that is independent of the mobile networks. Therefore, separate NS(s) are used to allow different service providers to deploy EDNs independently. 
Figure 7.x.1-1 shows that the edge computing networks is realized by the composite NS #1 that contains nested NS #2, NS #3, and NS #4 to implement the mobile networks, EDN #1 and EDN #2, respectively. The VNFs in a NS is connected by the virtual links identified by nsVirtualLinkConnectivity in VnfProfile [z]. The VNFs across different NS are connected by the virtual links identified by nsVirtualLinkDescId in Sapd in [z] that is the descriptor of SAP (Service Access Point).
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Figure 7.x.1-1: The realization of edge computing networks in network services
It is assumed that NS #2, based on NSD #2, has been instantiated to provide typical mobile services to UEs. Therefore, the solutins described in the following subclauses focus on the LCM of EDN VNFs (e.g. EAS, EES, ECS) and UPFs in 5GC. It covers the deployment senarios for one or multiple service provider(s).
7.x.2
LCM by a service provider
The deployment of mobile networks and EDN may be done by a service provider, as the ECSP and the PLMN operator can be part of the same organization (see Annex B in TS 23.558 [x]). Figure 7.x.2-1 depicts a scenario where a PLMN/EC service provider contains the PLMN/EC management system and ETSI NFV MANO to perform LCM operations to create NS instances, as described in Figur 7.x,1-1. 
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Figure 7.x.2-1: Management systems for a single service provider
It is assumed that NS #2 identified by nsInstanceId #2 has been instantiated, and PLMN/EC management system is the master to create the composite NS #1.
PLMN/EC management system has received a request from a consumer with application packages (e.g. VNF, VNFD, ,,, etc) and deployment requirements (e.g. virtualized resources requirements (i.e. compute, memory, …), QoS requirements (i.e. latency, bandwidth), and geographical service areas, … etc)) to instantiate NS #3 and NS #4 for EDN #1 and EDN #2 respectively, and update NS #2 to add UPF VNFs.
The instantiation of NS #3 for EDN #1

PLMN/EC management system creates an NSD (clause 6.2 in [z]), identified by nsdId #3 for EDN #1, which includes the following attributes:


- VNFD for VNFs of EAS #1-1, EAS #1-2, EES #1, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile (clause 6.3.3 in [z]),

- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd (clause 6.2.3 in [z]).
PLMN/EC management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #3.
The instantiation of NS #4 for EDN #2
PLMN/EC management system creates an NSD, identified by nsdId #4 for EDN #2, which includes the following attributes: 

- VNFD for VNFs of EAS #2-1, EAS #2-2, EES #2, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].
PLMN/EC management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #4.
Update NS #2 instance to add UPF VNFs
PLMN/EC management system revises NSD #2 to create a new vesion of NSD #2 by adding the following attributes:


- the VNFD for VNFs of UPF #1, UPF #2, ECS, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].
PLMN/EC management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #2.
PLMN/EC management system invokes the “update NS operation” (clause 7.3.5 in [y]) to request NFVO in ETSI NFV MANO to associate the NS #2 (clause 7.2.2 in [y]) with the new version of NSD #2.
The instantiation of composite NS #1, containing NS #2, NS #3, and NS #4
PLMN/EC management system creates an NSD, identified by nsdId #1 for the the composite NS #1, which contains nestedNsId = nsdId #3, nsdId #4, and NsProfile that contains nsVirtualLinkConnectivity to connect an NS SAP with an NS virtual Link of the composite NS (clause 6.3.11 [z]).
PLMN/EC management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #1.
PLMN/EC management system invokes “create NS Identifier operation” (clause 7.3.2 in [y]) to request NFVO in ETSI NFV MANO with nsdId #1 to create the NS identifier.
NFVO in ETSI NFV MANO returns the nsInstanceId #1 to identify the NS #1.
PLMN/EC management system invokes the “instantiate NS operation” (clause 7.3.3 in [y]) to request NFVO in ETSI NFV MANO with nsInstanceId #1 and nestedNsInstanceData = nsInstanceId #2 to instantiate NS #1.
Editor note: Whether the NSD #2 should be included in composite NSD #1 is FFS.
7.x.3
LCM by multiple service providers with an ETSI NFV MANO
Figure 7.x.3-2 addresses a scenario where one PLMN provider and two ECSP contains separate management system and one ETSI NFV MANO to perform LCM operations to create NS instances, as described in Figur 7.x.1-1. This common ETSI NFV MANO may reside in a cloud service provider (e.g. AWS).
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Figure 7.x.3-1: Management systems for multiple service providers with an ETSI NFV MANO
It is assumed that NS #2, identified by nsInstanceId #2 has been instantiated, and PLMN management system is the master to create the composite NS #1.

The instantiation of NS #3 for EDN #1

ECSP #1 management system receives a request from a consumer with application packages (e.g. VNF, VNFD, ,,, etc) and deployment requirements (e.g. virtualized resources requirements (i.e. compute, memory, …), QoS requirements (i.e. latency, bandwidth), and geographical service areas, … etc)) to instantiate NS #3 for EDN #1.
ECSP #1 management system creates an NSD, identified by nsdId #3 for EDN #1, which includes the following attributes: 

- VNFD for VNFs of EAS #1-1, EAS #1-2, EES #1, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].

ECSP #1 management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #3.
ECSP #1 management system invokes “create NS Identifier operation” (clause 7.3.2 in [y]) to request NFVO in ETSI NFV MANO with nsdId #3 to create the NS identifier.

NFVO in the ETSI NFV MANO returns the nsInstanceId #3 to identify the NS #3.

ECSP #1 management system invokes the “instantiate NS operation” (clause 7.3.3 in [y]) to request NFVO in ETSI NFV MANO with nsInstanceId #3 to instantiate NS #3.
ECSP #1 management system consumes the LCM management service of PLMN management system to connect EDN #1 with the mobile network with the attributes shown below: 

- QoS information of N6 interface.

- identifier of NS instance: nsInstanceId #3.

- identifier of NSD nsdId #3.

- identifier of SAP instance.
PLMN management system may use the QoS information to determine where the UPF will be instantiated, and revises NSD #2 to create a new vesion of NSD #2 by adding the following attributes:

- the VNFD for VNFs of UPF #1 and ECS, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].
PLMN/EC management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #2.
PLMN management system invokes the “update NS operation” (clause 7.3.5 in [y]) to request NFVO in ETSI NFV MANO to associate the NS #2 (clause 7.2.2 in [y]) with the new version of NSD #2.

The instantiation of composite NS #1, containing NS #2 and NS #3
PLMN management system creates an NSD, identified by nsdId #1 for the the composite NS #1, which contains nestedNsId = nsdId #3, and NsProfile that contains nsVirtualLinkConnectivity that connects an NS SAP with an NS virtual Link of the composite NS.
PLMN management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #1.
PLMN management system invokes “create NS Identifier operation” (clause 7.3.2 in [y]) to request NFVO in ETSI NFV MANO with nsdId #1 to create the NS identifier.

NFVO in the ETSI NFV MANO returns the nsInstanceId #1 to identify the NS #1.

PLMN management system invokes the “instantiate NS operation” (clause 7.3.3 in [y]) to request NFVO in ETSI NFV MANO with nsInstanceId #1 and nestedNsInstanceData = nsInstanceId #2 to instantiate NS #1.

The instantiation of NS #4 for EDN #2
ECSP #2 management system receives a request from a consumer with application packages (e.g. VNF, VNFD, ,,, etc) and deployment requirements (e.g. virtualized resources requirements (i.e. compute, memory, …), QoS requirements (i.e. latency, bandwidth), and geographical service areas, … etc)) to instantiate NS #4 for EDN #2.
ECSP #1 management system creates an NSD, identified by nsdId #4 for EDN #2, which includes the following attributes: 

- VNFD for VNFs of EAS #2-1, EAS #2-2, EES #2, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].

ECSP #2 management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #4.

ECSP #2 management system invokes “create NS Identifier operation” (clause 7.3.2 in [y]) to request NFVO in ETSI NFV MANO with nsdId #4 to create the NS identifier.

NFVO in the ETSI NFV MANO returns the nsInstanceId #4 to identify the NS #4.

ECSP #2 management system invokes the “instantiate NS operation” (clause 7.3.3 in [y]) to request NFVO in ETSI NFV MANO with nsInstanceId #4 to instantiate NS #4.

ECSP #2 management system consumes the LCM management service of PLMN management system to connect EDN #2 with the mobile network with the attributes shown below: 

- QoS information of N6 interface.


- identifier of NS instance: nsInstanceId #4.


- identifier of NSD nsdId #4.


- identifier of SAP instance
PLMN management system revises NSD #2 to create a new vesion of NSD #2 by adding the following attributes


- the VNFD for VNFs (i.e. UPF #2)


- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].

PLMN management system invokes the “update NS operation” (clause 7.3.5 in [y]) to request NFVO in ETSI NFV MANO to associate the NS #2 (clause 7.2.2 in [y]) with the new version of NSD #2.
Uupdate composite NS #1 to contain NS #2, NS #3, and NS #4
PLMN management system revises NSD #1 to create a new vesion of NSD #1 by adding the following attributes:


- the nested NSD nestedNsId = nsdId #4,

- Connectivity information between NS SAP and NS virtual Link: nsVirtualLinkConnectivity in NsProfile (clause 6.3.11 [z]).
PLMN management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #1.
PLMN management system invokes the “update NS operation” (clause 7.3.5 in [y]) to request NFVO in ETSI NFV MANO to associate the NS #1 (clause 7.2.2 in [y]) with the new version of NSD #1.
Editor note: Whether multiple consumers are allowed to request NFVO to perform LCM is FFS.
7.x.4
LCM by multiple service providers with dedicated ETSI NFV MANO
Figure 7.x.4-2 addresses a scenario where one PLMN provider and two ECSP contains separate management system with a dedicated ETSI NFV MANO to perform LCM operations to create NS instances, as described in Figur 7.x.1-1. 
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Figure 7.x.4-1: Management systems for multiple service providers with dedicated ETSI NFV MANO
It is assumed that NS #2, identified by nsInstanceId #2 has been instantiated, and PLMN management system is the master to create the composite NS #1.

The instantiation of NS #3 for EDN #1

ECSP #1 management system receives a request from a consumer with application packages (e.g. VNF, VNFD, ,,, etc) and deployment requirements (e.g. virtualized resources requirements (i.e. compute, memory, …), QoS requirements (i.e. latency, bandwidth), and geographical service areas, … etc)) to instantiate NS #3 for EDN #1.
ECSP #1 management system creates an NSD, identified by nsdId #3 for EDN #1, which includes the following attributes: 

- VNFD for VNFs of EAS #1-1, EAS #1-2, EES #1, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].

ECSP #1 management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ESCP #1 ETSI NFV MANO to onboard the NSD #3.

ECSP #1 management system invokes “create NS Identifier operation” (clause 7.3.2 in [y]) to request NFVO in ESCP #1 ETSI NFV MANO with nsdId #3 to create the NS identifier.

NFVO in ESCP #1 ETSI NFV MANO returns the nsInstanceId #3 to identify the NS #3.

ECSP #1 management system invokes the “instantiate NS operation” (clause 7.3.3 in [y]) to request NFVO in ESCP #1 ETSI NFV MANO with nsInstanceId #3 to instantiate NS #3.

ECSP #1 management system consumes the LCM management service of PLMN management system to connect EDN #1 with the mobile network with the attributes shown below: 

- QoS information of N6 interface.


- identifier of NS instance: nsInstanceId #3.


- identifier of NSD nsdId #3.


- identifier of SAP instance
PLMN management system revises NSD #2 to create a new vesion of NSD #2 by adding the following attributes:

- the VNFD for VNFs of UPF #1 and ECS, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].

PLMN management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in PLMN ETSI NFV MANO to onboard the NSD #2.
PLMN management system invokes the “update NS operation” (clause 7.3.5 in [y]) to request NFVO in PLMN ETSI NFV MANO to associate the NS #2 (clause 7.2.2 in [y]) with the new version of NSD #2.

The instantiation of composite NS #1, containing NS #2 and NS #3
PLMN management system creates an NSD, identified by nsdId #1 for the the composite NS #1, which contains nestedNsId = nsdId #3, and NsProfile that contains nsVirtualLinkConnectivity that connects an NS SAP with an NS virtual Link of the composite NS.
PLMN management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in PLMN ETSI NFV MANO to onboard the NSD #1.
PLMN management system invokes “create NS Identifier operation” (clause 7.3.2 in [y]) to request NFVO in PLMN ETSI NFV MANO with nsdId #1 to create the NS identifier.

NFVO in PLMN ETSI NFV MANO returns the nsInstanceId #1 to identify the NS #1.
PLMN management system invokes the “instantiate NS operation” (clause 7.3.3 in [y]) to request NFVO in PLMN ETSI NFV MANO with nsInstanceId #1 and nestedNsInstanceData = nsInstanceId #2 to instantiate NS #1.
NFVO-C in PLMN management system invokes “create NS Identifier operation” (clause 6.1.3 in [w]) to request NFVO-N in ECSP #1 ETSI NFV MANO with nsdId #1 to create the NS identifier.

NFVO in ECSP #1 ETSI NFV MANO returns the nsInstanceId #1 to identify the NS #1.

NFVO-C in PLMN management system invokes the “instantiate NS operation” (clause 6.1.3 in [w]) to request NFVO-N in ECSP #1 ETSI NFV MANO with nsInstanceId #1 and nestedNsInstanceData = nsInstanceId #2, nsInstanceId #3 to instantiate NS #1.

NOTE: whether a composite NS nsInstanceId #1 can contain tw0 NS instances nsInstanceId #2, nsInstanceId #3 that reside in PLMN ETSI NFV MANO and ECSP #1 ETSI NFV MANO, respectively is FFS.
The instantiation of NS #3 for EDN #2
ECSP #2 management system receives a request from a consumer with application packages (e.g. VNF, VNFD, ,,, etc) and deployment requirements (e.g. virtualized resources requirements (i.e. compute, memory, …), QoS requirements (i.e. latency, bandwidth), and geographical service areas, … etc)) to instantiate NS #4 for EDN #2.
ECSP #2 management system creates an NSD, identified by nsdId #4 for EDN #2, which includes the following attributes: 

- VNFD for VNFs of EAS #2-1, EAS #2-2, EES #2, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].

ECSP #2 management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ESCP #2 ETSI NFV MANO to onboard the NSD #4.

ECSP #2 management system invokes “create NS Identifier operation” (clause 7.3.2 in [y]) to request NFVO in ESCP #2 ETSI NFV MANO with nsdId #4 to create the NS identifier.

NFVO in ESCP #2 ETSI NFV MANO returns the nsInstanceId #4 to identify the NS #4.

ECSP #2 management system invokes the “instantiate NS operation” (clause 7.3.3 in [y]) to request NFVO in ESCP #2 ETSI NFV MANO with nsInstanceId #4 to instantiate NS #4.

ECSP #2 management system consumes the LCM management service of PLMN management system to connect EDN #2 with the mobile network with the attributes shown below: 

- QoS information of N6 interface.


- identifier of NS instance: nsInstanceId #4.


- identifier of NSD nsdId #4.


- identifier of SAP instance.
PLMN management system revises NSD #2 to create a new vesion of NSD #2 by adding the following attributes:


- the VNFD for VNFs of UPF #1, including virtualMemory, virtualCpu, virtualDisk, in virtualComputeDesc (clause 7.1.2.2 in [v]) based on the virtualized resource requirements, …

- Connectivity information between VNF instances: nsVirtualLinkConnectivity in VnfProfile [z],


- Connectivity information between VNF and SAP: nsVirtualLinkDescId in Sapd in [z].

PLMN management system invokes the “upload NSD operation” (clause 7.2.2 in [y]) to request NFVO in ETSI NFV MANO to onboard the NSD #2.
PLMN management system invokes the “update NS operation” (clause 7.3.5 in [y]) to request NFVO in ETSI ETSI NFV MANO to associate the NS #2 (clause 7.2.2 in [y]) with the new version of NSD #2.

Update composite NS #1 to contain NS #2, NS #3, and NS #4
PLMN management system revises NSD #1 to create a new vesion of NSD #1 by adding the following attributes:


- the nested NSD nestedNsId = nsdId #4,


- Connectivity information between NS SAP and NS virtual Link: nsVirtualLinkConnectivity in NsProfile (clause 6.3.11 [z]).
PLMN management system invokes the “update NS operation” (clause 7.3.5 in [y]) to request NFVO in PLMN ETSI NFV MANO to associate the NS #1 (clause 7.2.2 in [y]) with the new version of NSD #1.
NFVO-C in PLMN management system invokes “create NS Identifier operation” (clause 6.1.3 in [w]) to request NFVO-N in ECSP #1 ETSI NFV MANO with nsdId #1 to create the NS identifier.

NFVO in ECSP #1 ETSI NFV MANO returns the nsInstanceId #1 to identify the NS #1.

NFVO-C in PLMN management system invokes the “instantiate NS operation” (clause 6.1.3 in [w]) to request NFVO-N in ECSP #1 ETSI NFV MANO with nsInstanceId #1 and nestedNsInstanceData = nsInstanceId #2, nsInstanceId #4 to instantiate NS #1.
NOTE: Whether a composite NS nsInstanceId #1 can contain two NS instances nsInstanceId #2, nsInstanceId #4 that reside in PLMN ETSI NFV MANO and ECSP #2 ETSI NFV MANO, respectively is FFS.
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