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Decision/action requested

The group is asked to discuss and approve the proposal.
2
References

 [1]

3GPP TR 28.808 v.0.4.0
 Study on management and orchestration aspects of integrated satellite components in a 5G network
3
Rationale

This document proposes several editorial changes in TR 28.808 [1], such as missing words, misspelled words or incomplete sentences.
4
Detailed proposal

	1st modified section


Introduction
Satellite access has been included in the normative requirements for 5G (see [2]). Satellite components have specific characteristics that have been identified in [3]), in particular:

· The altitude of the spacecraft(s) (several hundred to several tens of thousands of kilometres), leading to a regional (multiple countries) or worldwide coverage by the satellite access network.

· The possibility to support end-to-end overlay access network, on a global scale basis, including with the possibility to embark gNBs, or parts of gNBs on board spacecraft. 
1
Scope
The scope of this document is:

· to identify the main key issues associated with business roles, service and network management and orchestration of a 5G network with integrated satellite component(s) (whether as NG-RAN or non-3GPP access, or for transport), and 

· to study the associated solutions. 

This study aims at minimising the impacts and complexity of satellite integration in the existing business models and in management and orchestration aspects of the current 5G networks.
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3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Geostationary (GEO) satellites: located precisely in the plane of the Equator at an altitude of 35,786 km, these satellites rotate at the same rate as the Earth's rotation: a GEO satellite stands still with respect to Earth. Thanks to this property, a single GEO satellite is sufficient to create a continuous coverage.

Non-Geostationary Orbiting (NGSO) satellites: NGSO satellites do not stand still with respect to Earth. Should service continuity be required over time, a number of satellites (a constellation) is required to meet this requirement; the lower the altitude the higher the number of satellites.
Low-Earth Orbiting (LEO) satellites: with altitude ranging from 500 km to 2,000 km, and with inclination angle of the orbital plane ranging from 0 to more than 90 degrees. These constellations are placed above the International Space Station and debris, and below the first Van Allen belt.

Medium-Earth Orbiting (MEO) satellites: with altitude ranging from 8,000 to 20,000 km. The inclination angle of the orbital plane ranges from 0 to more than 90 degrees. These constellations are placed above the Van Allen belts.

Highly-Eccentric Orbiting (HEO) satellites: with a range of operational altitudes (the orbit of such satellites being designed for the spacecraft to be exploited when the vehicle is closer to its apogee - the higher part of the orbit -) between 7,000 km and more than 45,000 km. The inclination angle is selected so as to compensate, completely or partially, the relative motion of Earth with respect to the orbital plane, allowing the satellite to cover successively different parts of Northern land masses (e.g. Western Europe, North America, and Northern Asia).

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

AN
Access Network

5GC
5G Core Network

CN
Core Network

GEO 
Geostationary satellites
gNB
generic Node B

gNB-CU
gNB-Central Unit

gNB-DU
gNB-Distributed Unit

HEO
Highly-Eccentric Orbiting satellites
LEO 
Low-Earth Orbiting satellites
MEO 
Medium-Earth Orbiting satellites
ms
milli-second, a thousandth of a second.

NOP
Network Operator

NS
Network Slice

NSI
Network Slice Instance

NSSI
Network Slice Subnet Instance
QoS
Quality of Service

RAN
Radio Access Network

RAT
Radio Access Technology

RU
Radio Unit

TBD
To Be Defined
	End modified section
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5.1.2
RAN sharing of a 5G network with satellite components
5.1.2.1
Pre-conditions

A 5G System is composed of a satellite component, that may include:

- A number of spacecraft, each composed of RUs, possibly gNB-DUs, gNB-CUs

- A number of Earth radio stations located on ground, interconnected with the spacecrafts, each composed of RUs and possibly connected to gNB-DUs and/or gNB-CUs.

The satellite component is interconnected with a 5GC.

It is specified in TS 22.261 that: “a 5G satellite access network shall support NG-RAN sharing”.
A number of NOPs want to share the 5G satellite access network and certain NOPs want to have Network Slicing enabled in the satellite components.

5.1.2.2
Description 

The satellite on-board resources are managed by a satellite NOP, to allow the distribution of the limited RF power and bandwidth resources (for a RU), as well as for the power consumption and network resources for the digital processing units. A satellite NOP can therefore act also as VISP (and/or a Data Center Service Provider (for the spaceborne part)). A NOP that is allowed access to the satellite components will be allowed to manage slice configurations in the shared satellite RAN. 

5.1.2.3
Post-conditions
The satellite components are configured to support multiple NOPs and NSIs are created for each NOP according to their requirements (bandwidth, connectivity, coverage, etc.) and according to the capabilities of each spacecraft and of the combined capabilities of the network.
	End modified section
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5.3.3 
Multi-RAT load-balancing associated with both a Satellite RAN and a Terrestrial RAN

5.3.3.1 
Pre-conditions

A NOP wants to optimize resource usage of multi-RATs by supporting load-balancing between satellite RANs and terrestrial RANs.  The Satellite RAN and Terrestrial RAN are connected to the 5GC with the use of RAN sharing. 

A NOP provides the following capabilities: radio resource management and traffic flow control in RAN, multi-RAT resource control in 5GC, and multi-RAT resource management in 3GPP Management.

5.3.3.2 
Description

For efficient multi-RATs load balancing, the following capabilities and procedures are applied across different parts of 5GS.  Figure 5.3.3-1 shows capabilities required for the load balancing.
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Figure 5.3.3-1: Capabilities for Multi-RATs load-balancing for Satellite and terrestrial RANs
Both satellite and terrestrial 3GPP NR RANs have capabilities of its own radio resource management (e.g., dynamic selection of the appropriate radio bearers) and traffic flow control which dynamically decides, for each in progress connection, the traffic bit rates that have to be managed by each cell of the gNB.  The 5GC has multi-RATs resource control capability which performs optimal load-balancing control of multi-RATs.  3GPP Management includes multi-RAT resource management capability which coordinates with multi-RAT resource control capability in 5GC for optimal multi-RAT load-balancing.
Multi-RAT load-balancing procedure may follow the following steps:
1. UE connection procedure to the selected RAT is performed based on the connection profile information such as UE type, service type, and user’s connection preferences, etc.

2. When a connection is setup, uplink and downlink traffic is sent from/to the UE

3. UE sends measurement report about radio link periodically during the connection to the multi-RAT resource control module
4. The multi-RAT resource control module decides load-balancing policy based on the reports, the traffic is switched from the currently active RAT to another RAT by the traffic flow control when load-balancing is required
5. 
At the end of the connection, each UE sends feedback about the quality of connection and the connection profile information is updated accordingly.  The same information is also sent to multi-RAT resource management module in 3GPP management system
	End modified section
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6. 
Potential Requirements
6.1
Network slice management

6.1.1
Network slice instance(s) associated with a satellite RAN
[REQ-FS_5GSAT_MO-1.01] An NSI created for the management of services of a 5G system with satellite access, shall include parameters to describe the specific characteristics of the satellite access.
6.1.2
Network slice instance(s) associated with satellite RAN sharing
[REQ-FS_5GSAT_MO-2.01] In a 5G network with satellite access, the satellite components shall have the capability to provide NSIs and NSSIs for each of the NOP sharing the satellite access network.

[REQ-FS_5GSAT_MO-2.02] In a 5G network with satellite access, each of the NOPs sharing the satellite access shall have the capability to create, manage, monitor, activate, deactivate and terminate NSIs and NSSIs.

6.1.3
Network slice instance(s) associated with satellite component latencies
[REQ-FS_5GSAT_MO-3.01] A Network Slice created for the management of services of a 5G system with satellite access, shall include parameters to handle the latency associated with a satellite access. 
[REQ-FS_5GSAT_MO-3.02] A Network Slice created for the management of services of a 5G system with satellite transport network, shall include parameters to handle the latency associated with the corresponding satellite network. 

6.1.4
Network slice instance(s) associated with both a Satellite RAN and a Terrestrial RAN

[REQ-FS_5GSAT_MO-4.02] A single NSI created with both satellite access and terrestrial access, shall have the possibility to set separate network slice service requirements for the Satellite RAN and Terrestrial RAN domains.
6.2 
Management of satellite components
6.2.1
Management of NGSO regenerative satellite components
[REQ-FS_5GSAT_MO-5-01] In a 5G network integrating an NGSO regenerative satellite RAT, the 5G network shall have the capability of managing moving gNBs or gNB-DUs.

6.3 
Monitoring of satellite components
6.3.1
Monitoring of NGSO satellite component with split gNBs
[REQ-FS_5GSAT_MO-6.01] In a 5G network integrating a NGSO component with split gNBs, it shall possible to monitor the packet delay KPIs.

6.3.2
Monitoring of average delay on DL-Air Interface with MEO or GEO satellite components
[REQ-FS_5GSAT_MO-7.01] In a 5G network integrating a MEO or GEO satellite components, it shall be possible to monitor the average delay on the DL-Air Interface.

6.3.3
Multi-RAT load-balancing associated with both a Satellite RAN and a Terrestrial RAN
[REQ-FS_5GSAT_MO-8.01] Multi-RAT load-balancing shall be provided to assure optimal resource usage of the Satellite RAN and Terrestrial RAN domains.
[REQ-FS_5GSAT_MO-8.02] Multi-RAT load-balancing shall be provided to guarantee service continuity (reliability) in mobile UEs.
7
Potential Solutions

7.1
Potential solutions for the management of satellite components
7.1.1
Potential solutions to allow a network slice instance to be associated with both a Satellite RAN and a Terrestrial RAN
7.1.1.1
Solution #1: Extend SliceProfile to specify separate service requirements for Satellite RAN and Terrestrial RAN

The NOP can set specific service requirements for both the Terrestrial RAN and the Satellite RAN in the SliceProfile [7] to instantiate an NSSI which comprises a Terrestrial AN NSSI and Satellite AN NSSI. 

To set separate performance requirements for the Terrestrial RAN and Satellite RAN the perfReq [7] attribute can be extended to allow distinct performance requirement entries for both RANs such as the experienced data rate, latency and coverage area.
	End modified section
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A.2
Class of orbit
On the one hand, our planet attracts as a main body the much smaller satellite, which motion is dictated as a consequence by the laws of Kepler. On the other hand, the environment of Earth can be also constraining: the higher density of the atmosphere, debris from launchers and former satellites in the lower altitudes, as well as higher energy particles trapped in the Van Allen belts between 2,000 and 8,000 km's altitudes are to be avoided. These two constraints contribute to defining several classes of orbits that are used for communication satellites:

-
Geostationary (GEO) satellites, located precisely in the plane of the Equator at an altitude of 35,786 km, these satellites rotate at the same rate as the Earth's rotation: a GEO satellite stands still with respect to Earth. Thanks to this property, a single GEO satellite is sufficient to create a continuous coverage.
-
Non-Geostationary Orbiting (NGSO) satellites: NGSO satellites do not stand still with respect to Earth. Should service continuity be required over time, a number of satellites (a constellation) is required to meet this requirement; the lower the altitude the higher the number of satellites.

Different classes of NGSO satellites are listed below:

-
Low-Earth Orbiting (LEO) satellites, with altitude ranging from 500 km to 2,000 km, and with inclination angle of the orbital plane ranging from 0 to more than 90 degrees. These constellations are placed above the International Space Station and debris, and below the first Van Allen belt.

-
Medium-Earth Orbiting (MEO) satellites, with altitude ranging from 8,000 to 20,000 km. The inclination angle of the orbital plane ranges from 0 to more than 90 degrees. These constellations are placed above the Van Allen belts.

-
Highly-Eccentric Orbiting (HEO) satellites, with a range of operational altitudes (the orbit of such satellites being designed for the spacecraft to be exploited when the vehicle is closer to its apogee - the higher part of the orbit -) between 7,000 km and more than 45,000 km. The inclination angle is selected so as to compensate, completely or partially, the relative motion of Earth with respect to the orbital plane, allowing the satellite to cover successively different parts of Northern land masses (e.g. Western Europe, North America, and Northern Asia).
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A.4
Type of satellite communication payloads
Communication payloads embarked on-board a satellite are of two main categories, for any type of satellite (whether GEO or NGSO):
-
Transparent payloads: the electromagnetic waves that are transmitted from the Earth’s surface are converted by a satellite receive antenna into an electric signal which is channel filtered and amplified by a low-noise amplifier (LNA). The signal is then frequency converted. A high-power amplifier (HPA) delivers finally the signal to a transmitting antenna generating a reconditioned electromagnetic wave towards the Earth surface where receive station are located.

-
Regenerative payloads: an On-Board Processor (OBP), is inserted between the LNA and the HPA. This OBP allows to convert the air interface between the uplink (from Earth to satellite) and the down link (from satellite to Earth). It allows to correct bits or packet in errors before retransmitting them, or to route packets between beams. Ultimately any network function can be implemented, at the expense of power and mass, thanks to an OBP (including gNB CU's or DU's, or any function attached to a CN).

-
Inter-Satellite Links (ISL): can also interconnect regenerative satellite payloads. Through ISL's satellites can be interconnected through a dedicated mesh-network.
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A.6
General considerations on the use of satellite networks
In relation to the coverage associated with Non-Geostationary Satellite Networks, or Geostationary-Satellite ones, the use of satellite networks is related to:

-
The complement of terrestrial networks where these terrestrial networks are not available, permanently for physically (maritime or aeronautical constraints) or economic reasons, or for temporary reasons associated to local unavailability of a terrestrial of network (drought, Earth quake) or local overload of the demand;

-
Satellite networks can be used for broadcast over large areas of a same content, for multicast (with acknowledge of delivery of content), for unicast;

-
Use cases are related to the actual of altitude of the satellite platforms and the associated delay of propagation.
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